Trinity College Dublin Coláiste na Tríonóide, Baile Átha Cliath The University of Dublin

Trinity College Dublin

Doctoral Thesis

# Coherent states and classical radiative observables in the S-matrix formalism 

Author:<br>Riccardo Gonzo

Supervisor:
Dr. Ruth Britto

This dissertation is submitted for the degree of Doctor of Philosophy

## Declaration of Authorship

I declare that this thesis has not been submitted as an exercise for a degree at this or any other university and it is entirely my own work. I agree to deposit this thesis in the University's open access institutional repository or allow the Library to do so on my behalf, subject to Irish Copyright Legislation and Trinity College Library conditions of use and acknowledgement.

Some of the research leading to this thesis, in particular [1-7], has appeared previously in the following publications
[1] R. Gonzo, T. Mc Loughlin, D. Medrano, and A. Spiering. "Asymptotic charges and coherent states in QCD". In: Phys. Rev. D 104.2 (2021), p. 025019. arXiv: 1906.11763 [hep-th].
[2] S. Banerjee, S. Ghosh, and R. Gonzo. "BMS symmetry of celestial OPE". In: JHEP 04 (2020), p. 130. arXiv: 2002.00975 [hep-th].
[3] R. Gonzo and A. Pokraka. "Light-ray operators, detectors and gravitational event shapes". In: JHEP 05 (2021), p. 015. arXiv: 2012.01406 [hep-th].
[4] A. Cristofoli, R. Gonzo, D. A. Kosower, and D. O'Connell. "Waveforms from Amplitudes". In: (July 2021). arXiv: 2107. 10193 [hep-th].
[5] R. Gonzo and C. Shi. "Geodesics from classical double copy". In: Phys. Rev. D 104.10 (2021), p. 105012. arXiv: 2109.01072 [hep-th].
[6] A. Cristofoli, R. Gonzo, N. Moynihan, D. O’Connell, A. Ross, M. Sergola, and C. D. White. "The Uncertainty Principle and Classical Amplitudes". In: (Dec. 2021). arXiv: 2112.07556 [hep-th].
[7] R. Britto, R. Gonzo, and G. R. Jehu. "Graviton particle statistics and coherent states from classical scattering amplitudes". In: (Dec. 2021). arXiv: 2112.07036 [hep-th].

Where the thesis is based on work done by myself jointly with others, the source will be always given and clearly stated.

## Summary of the thesis

In this thesis, we study classical radiative observables perturbatively in terms of on-shell scattering amplitudes. In particular, we focus primarily on the two-body problem in gauge and gravitational theories by using an effective field theory approach. The Kosower-Maybee-O'Connell (KMOC) approach, which follows from the classical on-shell reduction of the in-in formalism by using appropriate massive particle wavefunctions, is extended to include classical waves which are naturally described by coherent states. Global observables like the impulse and localized observables like the waveform and gravitational event shapes are then studied in the amplitude approach, making contact also with asymptotic symmetries and light-ray operators defined near null infinity. The classical factorization of radiative observables from the uncertainty principle is proved to be equivalent to a Poisson distribution in the Fock space, and this provides new evidence in favor of a representation of the classical S-matrix in terms of an eikonal phase and a coherent state of gravitons.
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## Chapter 1

## Introduction

### 1.1 The S-matrix

One of the greatest achievements of high-energy theoretical physics is the surprising ability to describe complex phenomena with a simple theory. While experiments are the guide we trust to understand the wild nature of physics, experience has shown that insights on future predictions of our theory can be driven by pure intellectual developments.

The Standard Model (SM) of particle physics is a successful quantum field theory describing fundamental particles and their interactions at a subatomic scale, which beautifully combines together decades of effort to unify electromagnetism, weak and strong interactions. While the predictions of such model are in agreement with most of the up-to-date experiments carried over at high-energy colliders like LHC, this cannot be the end of the story. In particular, the spacetime on which of all particles are propagating has to be dynamical, as predicted by Einstein theory of General Relativity (GR). Those theories can be combined together in an effective field theory (EFT) valid below the Planck mass, which is the low-energy description of all fundamental forces in our universe. Ultimately we would like to embed this effective description in a UV complete theory like string theory, but many of the questions can be addressed by using the EFT itself. How can we understand dark matter and dark energy? What is the mechanism behind baryon asymmetry and neutrino oscillations? Can we solve the hierarchy problem? Are there higher-derivative corrections to general relativity? The answer requires new physics beyond our current knowledge.

A Lagrangian formulation exists for the SM as a gauge theory with a local $S U(3) \times$ $S U(2) \times U(1)$ gauge group and for GR in terms of the Einstein-Hilbert Lagrangian, which is invariant under diffeomorphism. There is a natural extension of these theories to the most general EFT which is compatible with their symmetries: we can concretely translate our ignorance about the full quantum gravity theory into a set of Wilson coefficients of higher-dimensional operators in the EFT, which can be constrained also by the internal consistency of the theory (causality, unitarity) and testable predictions for measurable observables. While is extremely helpful to have an off-shell formulation of the theory in terms of the quantum fields, this is highly redundant at the level of the on-shell observables.

A unique insight into observables in a quantum gravity theory in asymptotically flat spacetimes is offered by scattering amplitudes, which are perturbatively defined matrix elements of the time evolution operator from the far past to the far future

$$
\begin{equation*}
S=U(+\infty,-\infty) \tag{1.1}
\end{equation*}
$$

There are several reasons why these can be considered "the most perfect microscopic structures in the universe" [8]:

- In quantum gravity, there are no local gauge-invariant operators which can give physical observables because of the invariance under diffeomorphism at the semiclassical level [9]. Therefore it is natural to study the S-matrix and other gaugeinvariant observables defined from it which are living at the boundary of an asymptotically flat spacetime;
- In the context of AdS/CFT, the holographic principle allows to study gravitational physics from a boundary perspective and viceversa. The enormous progress in understanding concrete examples of the duality made possible to answer deep questions in high-energy physics. The S-matrix has by definition an holographic interpretation in asymptotically flat spacetimes: indeed, the recently developed celestial holography program [10] aims to recast our knowledge of bulk physics into a set of correlators in an exotic celestial CFT;
- The type of numbers and functions which appear in scattering amplitudes have a deep connection to mathematics: from number theory (theory of motives and coaction principle) to positive geometries (amplituhedron, EFThedron,..), representation theory (of the gauge groups), combinatorics and statistics (of the particle distribution);
- Relations between different theories become manifest in compact gauge-invariant expressions like amplitudes and related observables: the double copy is an example of such powerful relations [11], which allows to bypass the complexity of perturbative gravity by studying gauge theory amplitudes and can also be extended to non-perturbative solutions;
- Classical physics, which consists of a set of classical fields, waves and particles obeying a set of differential equations, is hidden inside the quantum S-matrix picture. The way that the classical emerges involve a subtle $\hbar \rightarrow 0$ limit, which will be the one of the main topic of this thesis;
- Finally the most crucial aspects of the S-matrix: its close relation to experiment. From subatomic scales with the high-energy scattering of beam of protons at colliders like LHC to the astronomic scales of compact binaries objects emitting gravitational waves, scattering amplitudes have proven to be crucial to understand the physics behind them, at least in the perturbative regime.


### 1.2 Classical gravitational physics from the S-matrix

Theoretical waveforms play an important role in the LIGO/Virgo Collaboration's observational program of gravitational-wave events from binary mergers [12-19]. These waveforms provide templates that enable the detection of events against otherwise overwhelming noise backgrounds. They also allow observers to extract the masses and spins of the binaries' constituents. To date, theorists have computed waveforms (or equivalently, spectral functions for decaying binaries) using long-established effective-one-body (EOB) methods [20-23] and numerical-relativity approaches [24, 25]. In particular, the classical Hamiltonian for the binary has been derived with the the 'traditional' Arnowitt-Deser-Misner Hamiltonian formalism [26-33], as well as by computations in the effective-field theory approach pioneered by Goldberger and Rothstein [34-61] and in the tradition post-Newtonian approach [62-69].

The start of the gravitational-wave observational era has spurred theorists to explore new approaches to computing classical observables for the two-body problem in
gravity, in particular using quantum scattering amplitudes. The connection between the quantum $S$-matrix and observables in classical General Relativity (GR) was first explored nearly fifty years ago by Iwasaki [70]. Earlier investigations included extraction of the two-body potential from amplitudes and the study of quantum corrections to gravity [71-77], considering gravity as an effective field theory valid below the Planck scale [72, 78].

An important step was taken by Cheung, Solon, and Rothstein (CRS) [79], building on earlier work by Neill and Rothstein [80]. They showed how to match effective field theories (EFTs) efficiently to scattering amplitudes above threshold in order to extract a classical potential. The classical potential can then be used in the EOB or other frameworks to make predictions for bound-state quantities. Bern, Cheung, Roiban, Shen, Solon, and Zeng used [81, 82] this approach to compute the third-order corrections $\left(G^{3}\right)$ to the conservative potential. This milestone computation went beyond what had been known from direct classical GR calculations, and provided the first concrete fulfillment of the promise of the scattering-amplitudes class of methods. On-shell scattering amplitudes techniques, powered by locality, unitarity and double copy [83-106], have been used to get compact analytic expressions for the state-of-art binary dynamics for spinless pointlike bodies at 3 PM order and at 4 PM order [79-81, 107-109]. A handful of alternative and complementary approaches have also been developed in recent years. The relativistic eikonal expansion [110-119], the heavy particle effective theory [120-122] and semiclassical worldline tools [123-126] offered many insights on the binary problem, both at the conceptual and at the practical computational level. Moreover, the formalism can be extended to include both spinning bodies [82, 127, 128] and finite size effects [129, 130] in terms of additional higher-dimensional operators.

The dynamics of the binary in the presence of radiation is much less understood compared to the conservative case. This is very important, for example to establish a direct connection with the waveforms [4, 131-134]. Unitarity dictates that, even at the classical level, observables are IR-finite only when we include both real and virtual radiation, as stressed in $[135,136]$. This is crucial to obtain a well-behaved scattering angle at high energies [137], as was proven by a direct calculation of radiation reaction effects [115, 116, 138-140].

There are other interesting less inclusive IR-safe observables like energy event shapes [3]. Event shapes or weighted cross-sections describe the distribution of outgoing particles and their properties such as charge or energy-momentum in a particular direction as determined by a detector. They are important tools for analyzing jets produced in collider experiments [141-143]. In the '90s, Korchemsky and Sterman ${ }^{1}$ discovered that such event shapes can be equivalently described by the expectation value of some non-local operators - line integrals of local conserved currents - inserted at different locations on the celestial sphere [146, 147]. While these objects are well-known in perturbative QCD, where they are used to study hadron scattering at high energies [148], it is only recently that Maldacena and Hofman initiated a systematic investigation of such operators in conformal field theory [149]. It is now well understood how to extract event shapes from OPE data and symmetries in conformal field theories (especially for $\mathcal{N}=4$ SYM) [150, 151]. Moreover, the connection between energy event shapes and the ANEC operator establishes bounds on the $a$ and $c$ coefficients characterizing the conformal anomaly [149, 152, 153]. Of course, such developments led to increased interest in CFT light-ray operators which culminated in the systematic analysis of [154-157]. We can also study the correlation between

[^0]event shapes by considering more than one detector (ie., multiple insertions of the corresponding non-local operators). Of particular interest is the so called energy-energy correlator, which is an infrared-finite observable that can be measured in collider experiments and used to provide a measure of the QCD coupling constant. The leading order QCD prediction for energy-energy correlators was computed in the late '70s [142, 143]. More recently, analytical expressions at NLO $[158,159]$ as well as numerical expressions at NNLO [160] have become available. In $\mathcal{N}=4$ SYM, there are even analytic results at NNLO [161].

In the conservative case, a dictionary has been found $[162,163]$ which enables the analytic continuation of observables from hyperbolic-like scattering orbits to bound orbits, which ultimately are of direct relevance to LIGO. This is even more crucial when radiation is included, and indeed there are promising results in this direction for local-in-time contributions [66, 164, 165]. The amazing correspondence between these different type of solutions is due to the fact that the differential equations at the classical level are the same for both systems, and only the boundary conditions are changing. This becomes clear when the solution is expressed in terms of the conserved charges, as emphasized in [5] as well as in the original work [162, 163].

All these amplitude approaches share the need for careful analysis of the classical limit, as done in seminal work by Kosower, Maybee and O'Connell (KMOC) [166]. In this thesis, we will make use of this formalism mainly to describe classical waves and radiative observables in a scattering problem, extending the original approach in several directions. In particular, the outline of the thesis is as follows.

In chapter 2, we will discuss the derivation of the KMOC formalism from the in-in approach at zero temperature and we will extend how the formalism to include classical waves described in terms of coherent states. In chapter 3, we will study how localized detectors can be represented in terms of a system of light-ray operators defined near null infinity from Einstein equations, as well as their relation with event shapes. In chapter 4 we will study both global and local observables for radiation, focussing on the impulse, the waveform and the gravitational energy event shapes. In chapter 5 , we will discuss how coherent states arise from many different perspectives: soft theorems, asymptotic symmetries, the uncertainty principle and the analysis of the particle distribution. In chapter 6 , we will explicit compute some of the amplitudes relevant for the classical radiative observables in the two-body problem from tree-level amplitudes, showing that coherence is obeyed explicitly. In chapter 7, we finally extend the eikonal formulation for the two-body problem to the emission of real radiation with the use of a coherent state of gravitons. We briefly conclude in chapter 8.

Most of this thesis is based on published work, we will make that explicit here. We have adapted some material from [6] for section 2.1 and section 2.2 of chapter 2, and for section 4.1, section 4.3 and section 4.5 of chapter 4 . Chapter 3, section 4.4 of chapter 4, appendix B and appendix C are entirely based on [3]. Section 5.1, section 4.2 of chapter 4 , section 5.2 and section 5.3 of chapter 5, chapter 7, appendix A, appendix E, appendix F, appendix G and appendix H are mostly based on [4]. Section 5.4 of chapter 5, chapter 6 and appendix D come from [7]. Section 4.6 and section 5.5 are completely original.

We will use relativistic units, retaining $c=1$, even as we restore $\hbar$ explicitly. We will use the mostly minus convention, except otherwise stated. We define the symmetrized (resp. antisymmetrized) product for any tensorial expression $T$ as $T_{(\mu \nu)}=$ $T_{\mu \nu}+T_{\nu \mu}\left(\operatorname{resp} . T_{[\mu \nu]}=T_{\mu \nu}-T_{\nu \mu}\right)$.

## Chapter 2

## KMOC: classical on-shell reduction of the in-in formalism

In this chapter, we will introduce the KMOC formalism to study the classical two-body scattering problem and we will briefly discuss how to derive it from first principles in quantum field theory. We will start from massive point particles as in the seminal work [166], and then we will include classical waves by introducing coherent states. At the end, we will incorporate spin in the description in terms of spin coherent states.

### 2.1 Scattering of point particles

We wish to describe here massive point particle in the quantum field theory formalism. We must distinguish units of energy and length, which we denote by $[M]$ and $[L]$ respectively. We use the standard normalization for the annihilation and creation operators of the scalar field such that,

$$
\begin{equation*}
\left[a(p), a^{\dagger}\left(p^{\prime}\right)\right]=(2 \pi)^{3} 2 E_{p} \delta^{(3)}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) \tag{2.1}
\end{equation*}
$$

Accordingly, $n$-point scattering amplitudes continue to have dimension $[M]^{4-n}$.
We keep $[M]^{-1}$ as the dimension of single-particle states $|p\rangle$,

$$
\begin{equation*}
|p\rangle \equiv a^{\dagger}(p)|0\rangle \tag{2.2}
\end{equation*}
$$

with the vacuum state being dimensionless. We define $n$-particle plane-wave states as simply the tensor product of normalized single-particle states. The state $|p\rangle$ represents a particle of momentum $p$ and positive energy, while $\langle p|=\langle 0| a(p)$ is the conjugate state.

The scattering matrix $S$ and the transition matrix $T$ are both dimensionless. Scattering amplitudes are matrix elements of the latter between plane-wave states,

$$
\begin{equation*}
\left\langle p_{1}^{\prime} \cdots p_{m}^{\prime}\right| T\left|p_{1} \cdots p_{n}\right\rangle=\mathcal{A}_{n+m}\left(p_{1}, \cdots, p_{n} \rightarrow p_{1}^{\prime}, \cdots, p_{m}^{\prime}\right) \delta^{(4)}\left(p_{1}+\cdots p_{n}-p_{1}^{\prime}-\cdots-p_{m}^{\prime}\right) \tag{2.3}
\end{equation*}
$$

As our formalism encompasses both QED and gravity, as well as other theories with massless force carriers, we denote the coupling by $g$. In electrodynamics, it corresponds to $e$, while in gravity to $\kappa=\sqrt{32 \pi G}$. It is $g / \sqrt{\hbar}$ that is the dimensionless coupling in electrodynamics, and similarly in gravity $\kappa / \sqrt{\hbar}$ has the correct dimension of the inverse mass. We will denote the generic amplitude with $\mathcal{A}_{n}^{(L)}$, where $n$ is the number of legs and $L$ is the number of loops, and more in general we will use the notation $\mathcal{M}_{n}^{(L)}$ for the amplitudes in a gravitational theory.

We start by taking the momenta of all particles as the primary variables; for most massless momenta, wavenumbers are the variables of interest. We introduce a notation for the wavenumber $\bar{q}$ associated to the momentum $q$,

$$
\begin{equation*}
\bar{q} \equiv q / \hbar \tag{2.4}
\end{equation*}
$$

We use the notation of ref. [166] for the on-shell phase-space measure of a massive particle,

$$
\begin{equation*}
\mathrm{d} \Phi(p)=\hat{\mathrm{d}}^{4} p \hat{\delta}\left(p^{2}-m^{2}\right) \theta\left(p^{0}\right) \tag{2.5}
\end{equation*}
$$

where $p^{0}$ is the energy component of the four-vector and the carets indicate factors of $2 \pi$ :

$$
\begin{equation*}
\hat{\mathrm{d}}^{4} p \equiv \frac{\mathrm{~d}^{4} p}{(2 \pi)^{4}}, \quad \hat{\delta}(\cdot) \equiv(2 \pi) \delta(\cdot) \tag{2.6}
\end{equation*}
$$

Given our convention for normalizing single-particle states, their inner product is,

$$
\begin{align*}
\left\langle p^{\prime} \mid p\right\rangle & =(2 \pi)^{3} 2 E_{p} \delta^{(3)}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) \\
& =: \delta_{\Phi}\left(p-p^{\prime}\right) \tag{2.7}
\end{align*}
$$

With this notation, we can also rewrite the normalization of creation and annihilation operations of eq. (2.1) in a natural form,

$$
\begin{equation*}
\left[a(p), a^{\dagger}\left(p^{\prime}\right)\right]=\delta_{\Phi}\left(p-p^{\prime}\right) \tag{2.8}
\end{equation*}
$$

We will continue to use the notation of ref. [166] for initial states involving only massive particles: we take the initial momenta to be $p_{1}$ and $p_{2}$, initially separated by a transverse impact parameter $b$. The latter is transverse in that $p_{1} \cdot b=0=p_{2} \cdot b$. In the quantum theory, the system of massive particles is described by wave functions, which we build out of plane waves. In the classical limit, these wave functions must localize the two point-like particles, and must separate them clearly. We describe the incoming particles in the far past by wave functions $\psi_{j}(p)$, which we take to have reasonably well-defined positions and momenta. We will review the requirements on the wave packets, discussed in detail in sect. 4 of ref. [166], below.

We express the initial state in terms of plane waves $\left|p_{1} p_{2}\right\rangle$,

$$
\begin{equation*}
\left|\psi_{\text {in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{2}\right) \psi_{A}\left(p_{1}\right) \psi_{B}\left(p_{2}\right) e^{i b \cdot p_{1} / \hbar}\left|p_{1} p_{2}\right\rangle \tag{2.9}
\end{equation*}
$$

We require each wave function $\psi_{j}(p)$ to be normalized to unity,

$$
\begin{equation*}
\int \mathrm{d} \Phi(p)\left|\psi_{j}(p)\right|^{2}=1 \quad j=A, B \tag{2.10}
\end{equation*}
$$

so that our incoming state is also normalized to unity,

$$
\begin{align*}
\left\langle\psi_{\text {in }} \mid \psi_{\text {in }}\right\rangle= & \int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{2}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \mathrm{d} \Phi\left(p_{2}^{\prime}\right) e^{i b \cdot\left(p_{1}-p_{1}^{\prime}\right) / \hbar} \\
& \times \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) \psi_{B}\left(p_{2}\right) \psi_{B}^{*}\left(p_{2}^{\prime}\right) \delta_{\Phi}\left(p_{1}-p_{1}^{\prime}\right) \delta_{\Phi}\left(p_{2}-p_{2}^{\prime}\right)  \tag{2.11}\\
= & \int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{2}\right)\left|\psi_{A}\left(p_{1}\right)\right|^{2}\left|\psi_{B}\left(p_{2}\right)\right|^{2} \\
= & 1
\end{align*}
$$

The wavefunctions $\psi_{A}\left(p_{1}\right), \psi_{B}\left(p_{2}\right)$ are defined as

$$
\begin{equation*}
\psi_{A}\left(p_{1}\right):=\mathcal{N} m_{A}^{-1} \exp \left[-\frac{p_{1} \cdot v_{A}}{\hbar \ell_{c}^{A} / \ell_{w}^{2}}\right], \quad \psi_{B}\left(p_{2}\right):=\mathcal{N} m_{B}^{-1} \exp \left[-\frac{p_{2} \cdot v_{B}}{\hbar \ell_{c}^{B} / \ell_{w}^{2}}\right], \tag{2.12}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization factor. The wavefunctions $\psi_{j}(p)$ for each particle have the property that they localise the particle's position with an uncertainty $\ell_{w}$ which is characteristic of the wavepacket ${ }^{1}$. At the same time, the wavepackets must localise the momenta of the particles to uncertainty $\Delta p$ of order $\hbar / \ell_{w}$. In the classical limit, we require that these uncertainties are negligible compared to the distance, of order $b$, between the particles

$$
\begin{equation*}
\ell_{w} \ll b \tag{2.13}
\end{equation*}
$$

and also require that the momentum-space uncertainty is negligible compared to the masses of the particles:

$$
\begin{equation*}
\frac{\hbar}{\ell_{w}} \ll m_{j} \Rightarrow \ell_{c}^{j} \ll \ell_{w} \tag{2.14}
\end{equation*}
$$

where $\ell_{c}^{j} \equiv \hbar / m_{j}$ is a measure of the Compton wavelength of the particle. More generally, if $\ell_{s}$ is the distance of closest approach of the particles during scattering, we require that

$$
\begin{equation*}
\ell_{c}^{j} \ll \ell_{w} \ll \ell_{s} . \tag{2.15}
\end{equation*}
$$

Small-angle scattering has the property that $\ell_{s} \simeq b$. Therefore taking the classical limit requires that we impose the "

$$
\begin{equation*}
\ell_{c}^{j} \ll \ell_{w} \ll b \quad \text { for } \quad j=A, B, \tag{2.16}
\end{equation*}
$$

which ensure that wavefunctions such as those in eq. (5.70) effectively localize the massive particles on their classical trajectories as $\hbar \rightarrow 0$.

Since we will encounter these wavepackets rather frequently, it is sometimes convenient to write the two-particle momentum-space wavefunction as

$$
\begin{equation*}
\psi_{b}\left(p_{1}, p_{2}\right) \equiv \psi\left(p_{1}, p_{2}\right) e^{i b \cdot p_{1} / \hbar} \quad, \quad \psi\left(p_{1}, p_{2}\right) \equiv \psi_{1}\left(p_{1}\right) \psi_{2}\left(p_{2}\right) . \tag{2.17}
\end{equation*}
$$

We will further use the short-hand notation

$$
\begin{equation*}
\mathrm{d} \Phi\left(p_{1}, p_{2}, p_{3}, \ldots\right) \equiv \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{2}\right) \mathrm{d} \Phi\left(p_{3}\right) \cdots \tag{2.18}
\end{equation*}
$$

for integrals over the phase space of various particles.
Now that we have an incoming state, we may write the outgoing state in terms of the time evolution operator $U(+\infty,-\infty)$, which is equal to the $S$ matrix:

$$
\begin{align*}
\left|\psi_{\text {out }}\right\rangle & =S\left|\psi_{\text {in }}\right\rangle \\
& =\int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right) S\left|p_{1}, p_{2}\right\rangle . \tag{2.19}
\end{align*}
$$

Since the $S$ matrix can be written in terms of scattering amplitudes, the outgoing state itself can be written in terms of integrals over amplitudes and the incoming state.

[^1]In order to expand in the $\hbar \rightarrow 0$ limit and extract the leading, classical, term for any observable, as mentioned above we must make the powers of $\hbar$ explicit. These arise from two sources: powers ordinarily hidden inside electromagnetic or gravitational couplings; and powers arising from keeping the wavenumbers of massless particles fixed rather than their momenta. This is true both for emitted and virtual particles, when considering quantities such as the total emitted radiation.

In order to control the $\hbar$ expansion of scattering amplitudes, it is useful to introduce some further notation. Let us write the amplitudes as explicit Laurent series in $\hbar$

$$
\begin{equation*}
\mathcal{A}_{n}^{(L)}(i \rightarrow f)=\hbar^{-C(n, L)}\left(\mathcal{A}_{n, 0}^{(L)}(i \rightarrow f)+\hbar \mathcal{A}_{n, 1}^{(L)}(i \rightarrow f)+\cdots\right) \tag{2.20}
\end{equation*}
$$

where the quantities $\mathcal{A}_{n, p}^{(L)}$ are $\hbar$-independent gauge-invariant sub-amplitudes and we have isolated the leading power in $\hbar$ which we call $C(n, L)$. This expansion defines an infinite set of objects $\mathcal{A}_{n, p}^{(L)}$ which could in principle be reassembled into the full amplitude. They are a kind of partial amplitude, but distinct from the usual use of this term. We will therefore refer to them as "fragmentary amplitudes", or simply as "fragments."

Since $\hbar$ is dimensionful, it is useful to view these fragmentary amplitudes in a slightly different way. Amplitudes are functions of Mandelstam invariants; in the semi-classical region, we are expanding in powers of momentum transfers, such as $q^{2}=\hbar^{2} \bar{q}^{2}$ at four points, divided by Mandelstam $s=\left(p_{1}+p_{2}\right)^{2}$. The semiclassical expansion is an expansion in powers of $\hbar \sqrt{-\bar{q}^{2} / s}$. More general amplitudes involve a richer set of momentum transfers $\bar{q}_{i j}^{2}$; our expansion is in powers of $\hbar \sqrt{-\bar{q}_{i j}^{2} / s}$. We only consider amplitudes with two incoming massive particles.

We may also view the expansion as being in (inverse) powers of the large mass of the scattering particles [95, 105, 120, 121]. This makes contact with effective field theory, especially heavy quark effective theory or, more generally, heavy particle effective theories as has been emphasised in references [105, 120, 121]. Our fragmentary amplitudes correspond in this context to the standard HQET expansion in inverse powers of heavy masses. It seems likely that a study of the properties of amplitudes in these theories would illuminate the structure of the fragmentary amplitudes.

Notice that this expansion is analogous, but different, to a soft expansion. In the soft expansion we take the momentum of an individual particle soft. In this transfer expansion we take the momenta in all messenger lines to be of the same order, and small compared to the incoming centre of mass energy. It is possible to perform the transfer expansion and then, in a second stage, to single out some line, say an outgoing photon, and take its momentum to be softer than all other messenger lines. This yields the soft limit of the transfer expansion. It corresponds to the low-frequency limit in the classical approximation. Interesting classical physics, including memory effects, appear in this region [167-175].

For the total emitted radiation, we can define the operator

$$
\begin{equation*}
\mathbb{K}^{\mu}:=\sum_{\sigma= \pm 2} \int \mathrm{~d} \Phi(k) k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k), \tag{2.21}
\end{equation*}
$$

where $a_{\sigma}^{\dagger}(k)$ (resp. $\left.a_{\sigma}(k)\right)$ is the graviton creation (resp. annihilation) operators of a definite helicity $\sigma= \pm 2$. In eq. (3.33) of ref. [166], there is an expression for time-averaged radiated momentum,

$$
\begin{equation*}
R^{\mu} \equiv\left\langle k^{\mu}\right\rangle=\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{K}^{\mu} S\left|\psi_{\text {in }}\right\rangle \tag{2.22}
\end{equation*}
$$

Inspired by [176], we will then compute perturbatively the expectation value of

$$
\begin{equation*}
\left\langle 0_{\mathrm{in}}\right| k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k)\left|0_{\mathrm{in}}\right\rangle \tag{2.23}
\end{equation*}
$$

purely from the Schwinger-Keldysh (SK) perspective, ${ }^{2}$ where $\left|0_{\text {in }}\right\rangle$ is the initial graviton state at $t=-\infty$. We will start from simplicity in pure Einstein gravity and later we will include matter coupled with gravity, in order to take the appropriate classical limit using the KMOC formalism.

One can express eq. (2.23) with the LSZ reduction as

$$
\begin{align*}
& \left\langle 0_{\text {in }}\right| k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k)\left|0_{\text {in }}\right\rangle=k^{\mu} \varepsilon_{\sigma}^{\alpha \beta}(k) \varepsilon_{\sigma}^{\rho \xi}(k) \\
& \quad \times \int \mathrm{d}^{4} x \int \mathrm{~d}^{4} y e^{i k \cdot(x-y) / \hbar} \square_{x} \square_{y}\left\langle 0_{\text {in }}\right| h_{\alpha \beta}(x) h_{\rho \xi}(y)\left|0_{\text {in }}\right\rangle \tag{2.24}
\end{align*}
$$

where the polarization vectors satisfy,

$$
\begin{equation*}
\left[\varepsilon_{\mu \nu}^{\sigma}(k)\right]^{*}=\varepsilon_{\mu \nu}^{-\sigma}(k) \tag{2.25}
\end{equation*}
$$

More generally, $a_{\sigma}^{\dagger}(k)$ creates a single-messenger state of momentum $k$ and helicity $\sigma$, while $a_{\sigma}(k)$ destroys such a state. Equivalently, the latter operator creates a conjugate state of momentum $k$ and helicity $\sigma$. The commutation relations are

$$
\begin{equation*}
\left[a_{\sigma}(k), a_{\sigma^{\prime}}^{\dagger}\left(k^{\prime}\right)\right]=\delta_{\sigma, \sigma^{\prime}} \delta_{\Phi}\left(k-k^{\prime}\right) \tag{2.26}
\end{equation*}
$$

For example, a single-particle positive-helicity state is

$$
\begin{equation*}
\left|k^{+}\right\rangle \equiv a_{+}^{\dagger}(k)|0\rangle=\left[a_{+}(k)\right]^{\dagger}|0\rangle \tag{2.27}
\end{equation*}
$$

The conjugate state is $\left\langle k^{+}\right|$.
We follow the usual amplitudes convention of representing an outgoing positivehelicity graviton of momentum $k$ by $\varepsilon_{\mu \nu}^{+}(k)$, which also corresponds to an incoming negative-helicity graviton of the opposite momentum. To understand the helicity flip for an incoming state, note that we can analytically continue an incoming momentum $k$ to an outgoing momentum $k^{\prime}=-k$. The energy component $k^{\prime 0}$ of the outgoing momentum is now negative. Thus, in an all-outgoing convention, positive-helicity gravitons of momentum $k$ with $k^{0}>0$ are represented by the polarization vector $\varepsilon_{\mu \nu}^{+}(k)$, while positive-helicity gravitons of momentum $k$ with $k^{0}<0$ are represented by the polarization vector $\varepsilon_{\mu \nu}^{-}(k)$.

Notice that there is no (time) ordering in the correlator function. We now need to make contact with a generating functional to be able to compute this expression in perturbation theory. The idea is to introduce a new complex contour, called the Keldysh contour, which is made of two branches called + and - running parallel to the usual time axis (see Fig. 2.1) and to formally double the set of fields $h_{\mu \nu}^{( \pm)}$involved in the path integral. Each copy of the fields will be labelled by the index + or according to the branch of the contour $\mathcal{C}$ they belong to.

[^2]

Figure 2.1: The two branches of the Schwinger-Keldysh contour $\mathcal{C}$ run from above $(+)$ to below ( - ) the real time axis

Using the interaction representation for the quantum fields, we can write ${ }^{3}$

$$
\begin{align*}
\left\langle 0_{\text {in }}\right| h_{\alpha \beta}(x) h_{\rho \xi}(y)\left|0_{\text {in }}\right\rangle=\int \mathcal{D} h^{(+)} \mathcal{D} h^{(-)} & h_{\alpha \beta}^{(-)}(x) h_{\rho \xi}^{(+)}(y) \\
& \times e^{\frac{i}{\hbar} \int_{\mathbb{R} \times \mathbb{R}^{3}} \mathrm{~d}^{4} x\left(\mathcal{L}_{\mathrm{GR}, \text { int }}^{(+)}\left[h^{(+)}\right]-\mathcal{L}_{\mathrm{GR}, \text { int }}^{(-)}\left[h^{(-)}\right]\right)} \tag{2.28}
\end{align*}
$$

where $\left\{\mathcal{L}_{\mathrm{GR}, \text { int }}^{(+)}\left[h^{(+)}\right], \mathcal{L}_{\mathrm{GR}, \text { int }}^{(-)}\left[h^{(-)}\right]\right\}$is a set of two copies of the interaction Lagrangian in the pure gravity theory where all the fields belong the same branch of the contour $\mathcal{C}$. At this point we can rewrite the initial expression as

$$
\begin{align*}
& \left\langle 0_{\text {in }}\right| k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k)\left|0_{\text {in }}\right\rangle=k^{\mu} \varepsilon_{\sigma}^{\alpha \beta}(k) \varepsilon_{\sigma}^{\rho \xi}(k) \\
& \times \int \mathrm{d}^{4} x \int \mathrm{~d}^{4} y e^{i k \cdot(x-y) / \hbar} \square_{x} \square_{y}\left\langle 0_{\text {in }}\right| P h_{\alpha \beta}^{(-)}(x) h_{\rho \xi}^{(+)}(y) e^{\left.i \int_{\mathcal{C} \times \mathbb{R}^{3}} \mathrm{~d}^{4} x \mathcal{L}_{\mathrm{GR}, \text { int }}[h]\right) / \hbar}\left|0_{\text {in }}\right\rangle \tag{2.29}
\end{align*}
$$

where the ordering $P$ corresponds to

$$
P h_{\alpha \beta}(x) h_{\rho \xi}(y)=\left\{\begin{array}{lll}
T h_{\alpha \beta}(x) h_{\rho \xi}(y) & \text { if } & x_{0}, y_{0} \in \mathcal{C}_{+}  \tag{2.30}\\
\bar{T} h_{\alpha \beta}(x) h_{\rho \xi}(y) & \text { if } & x_{0}, y_{0} \in \mathcal{C}_{-} \\
h_{\alpha \beta}(x) h_{\rho \xi}(y) & \text { if } & x_{0} \in \mathcal{C}_{-}, y_{0} \in \mathcal{C}_{+} \\
h_{\rho \xi}(y) h_{\alpha \beta}(x) & \text { if } & x_{0} \in \mathcal{C}_{+}, y_{0} \in \mathcal{C}_{-}
\end{array}\right.
$$

The ordering $P$ acts on the space of both copies of the fields $(+)$ and $(-)$, and in eq.(2.30) we have implicitly identified each of them with one branch of the contour around the time axis,

$$
\begin{array}{lll}
h_{\alpha \beta}(x)=h_{\alpha \beta}^{(+)}(x) & \text { if } & x_{0} \in \mathcal{C}_{+} \\
h_{\alpha \beta}(x)=h_{\alpha \beta}^{(-)}(x) & \text { if } & x_{0} \in \mathcal{C}_{-} \tag{2.31}
\end{array}
$$

We have therefore unified the treatment of the two time orderings in terms of the contour $\mathcal{C}$ depicted in Fig. 2.1, which allows to reformulate the perturbation theory calculation in terms of a simple path integral representation for the general in-in expectation value. Indeed, one can write a generating functional

$$
\begin{equation*}
\mathcal{Z}^{\mathrm{SK}}\left[j^{(+)}, j^{(-)}\right]:=\left\langle 0_{\mathrm{in}}\right| e^{i \int_{\mathcal{C} \times \mathbb{R}^{3}} \mathrm{~d}^{4} x\left(\mathcal{L}_{\mathrm{GR}, \text { int }}[h]+j^{\mu \nu} h_{\mu \nu}\right) / \hbar}\left|0_{\mathrm{in}}\right\rangle \tag{2.32}
\end{equation*}
$$

[^3]in terms of which eq. (2.29) can be written as
\[

$$
\begin{align*}
\left\langle 0_{\text {in }}\right| & k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k)\left|0_{\text {in }}\right\rangle \\
& =\left.k^{\mu} \varepsilon_{\sigma}^{\alpha \beta}(k) \varepsilon_{\sigma}^{\rho \xi}(k) \int \mathrm{d}^{4} x \int \mathrm{~d}^{4} y e^{i k \cdot(x-y) / \hbar} \square_{x} \square_{y} \frac{\delta \mathcal{Z}^{\mathrm{SK}}\left[j^{(+)}, j^{(-)}\right]}{i \delta j^{\alpha \beta,(+)}(x) i \delta j^{\rho \xi,(-)}(y)}\right|_{j^{( \pm)}=0} \tag{2.33}
\end{align*}
$$
\]

The generic SK propagator in the $(+) /(-)$ basis can be written as

$$
\begin{align*}
\int \mathrm{d}^{4} x e^{i k \cdot x / \hbar}\left\langle 0_{\mathrm{in}}\right| P h_{\alpha \beta}^{(w)}(x) h_{\rho \xi}^{\left(w^{\prime}\right)}(0)\left|0_{\mathrm{in}}\right\rangle & =\left(\begin{array}{cc}
G_{\alpha \alpha \beta \xi}^{++}(k) & G_{\alpha \beta \rho \xi}^{-+}(k) \\
G_{\alpha \beta \rho \xi}^{++}(k) & G_{\alpha \beta \rho \xi}^{-\beta}(k)
\end{array}\right) \\
& =\left(\begin{array}{cc}
\frac{i}{\hbar^{2} k^{2}+i \epsilon} & 2 \pi \theta\left(-\bar{k}^{0}\right) \delta\left(\hbar^{2} \bar{k}^{2}\right) \\
2 \pi \theta\left(\bar{k}^{0}\right) \delta\left(\hbar^{2} \bar{k}^{2}\right) & -\frac{i}{\hbar^{2} \bar{k}^{2}-i \epsilon}
\end{array}\right) \mathcal{P}_{\alpha \beta \rho \xi}, \tag{2.34}
\end{align*}
$$

where $w, w^{\prime}$ can take values $\pm 1$, and $\mathcal{P}_{\alpha \beta \rho \xi}:=\frac{1}{2}\left(\eta_{\alpha \rho} \eta_{\beta \xi}+\eta_{\alpha \xi} \eta_{\beta \rho}-\eta_{\alpha \beta} \eta_{\rho \xi}\right)$ is the standard numerator for the graviton propagator. It is interesting to notice that, consistently with causality, different $i \epsilon$ prescriptions are related to fields living on different branches of the contour $\mathcal{C}$. It is manifest that we can choose any basis for the SK formulation, for example the time-ordered/anti time-ordered (also called $(+) /(-))$ basis as in the previous calculations or the retarded/advanced basis, and the result will be independent of that choice.

The direct connection with the standard Feynman integral perturbative expansion can be seen directly at the level of the generating functional. We can express the SK generating functional in terms of the Feynman generating functional and its conjugate

$$
\begin{equation*}
\mathcal{Z}^{\mathrm{SK}}\left[j^{(+)}, j^{(-)}\right]=e^{\int \mathrm{d}^{4} x \mathrm{~d}^{4} y G^{\mu \nu \rho \xi,+-}(x, y) \square_{x} \square_{y} \frac{\delta^{2}}{i \delta j^{\mu \nu,(+)}(x) i \delta j^{\rho \xi,(-)}(y)} \mathcal{Z}\left[j^{(+)}\right] \mathcal{Z}^{*}\left[j^{(-)}\right] . . . ~} \tag{2.35}
\end{equation*}
$$

To make the connection with the KMOC formalism more precise, we need to add matter coupled with gravity and to consider as our initial state $\left|\psi_{i n}\right\rangle$. Essentially all the previous arguments go through by extending the discussion for a correlator of a set of massive scalar and graviton fields. Then we have

$$
\begin{align*}
& \left\langle\psi_{\text {in }}\right| k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k)\left|\psi_{\text {in }}\right\rangle \\
& \quad=k^{\mu} \varepsilon_{\sigma}^{\alpha \beta}(k) \varepsilon_{\sigma}^{\rho \xi}(k) \int \mathrm{d}^{4} x \int \mathrm{~d}^{4} y e^{i k \cdot(x-y) / \hbar} \square_{x} \square_{y}\left\langle\psi_{\mathrm{in}}\right| h_{\alpha \beta}(x) h_{\rho \xi}(y)\left|\psi_{\mathrm{in}}\right\rangle, \tag{2.36}
\end{align*}
$$

and when we connect this with the interaction representation,

$$
\begin{equation*}
\left\langle\psi_{\mathrm{in}}\right| P h_{\alpha \beta}^{(-)}(x) h_{\rho \sigma}^{(+)}(y) e^{\left.i \int_{\mathcal{C} \times \mathbb{R}^{3}} \mathrm{~d}^{4} x \mathcal{L}_{\mathrm{GR}+\text { matter }, \mathrm{int}}[h]\right) / \hbar}\left|\psi_{\mathrm{in}}\right\rangle \tag{2.37}
\end{equation*}
$$

we must take the LSZ reduction for the massive external states with the appropriate KMOC wavefunction $\psi_{A}\left(p_{1}\right)$ and $\psi_{B}\left(p_{2}\right)$ as defined in eq. (5.70),

$$
\begin{equation*}
\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{2}\right) \psi_{A}\left(p_{1}\right) \psi_{B}\left(p_{2}\right) e^{i \frac{p_{1} \cdot b}{\hbar}} \prod_{i=1}^{2}\left[\int \mathrm{~d}^{4} x_{i} e^{i \frac{p_{i} \cdot x_{i}}{\hbar}}\left(\square_{x_{i}}+\frac{m_{i}^{2}}{\hbar^{2}}\right)\right]\left\langle\ldots \phi\left(x_{1}\right) \phi\left(x_{2}\right) \ldots\right\rangle, \tag{2.38}
\end{equation*}
$$

which in the limit $\hbar \rightarrow 0$ will effectively localize the massive particles on their classical trajectories characterized by a 4 -velocity $v_{A}$ and $v_{B}$ and by an impact parameter $b^{\mu}$.

The in-in formalism is a set of off-shell techniques in QFT which in principle can be used to compute the expectation value of any quantum field or polynomial thereof, including for example the stress tensor and its conserved charges. Here we have shown that taking an appropriate LSZ reduction on the external legs and using appropriate wavefunctions for the massive particles, we naturally obtain the KMOC formalism. Under LSZ reduction, the contraction arising from time-ordered ( + ) or anti-time ordered ( - ) correlators of fields $\left\{h_{\mu \nu}, \phi\right\}$ in the Schwinger-Keldysh formalism maps to S-matrix elements (with the $+i \epsilon$ prescription) and their conjugates (with the $-i \epsilon$ prescription). Moreover, the contraction of fields belonging to different branches of the contour $((+)$ and $(-)$ or vice versa) gives the unitarity cut contributions. See Fig. 2.2 for a pictorial representation of these different contributions. This helps also to address some concerns raised in $[177,178]$ on getting classical observables from scattering amplitudes with a definite $i \epsilon$ prescription.


Figure 2.2: The contributions of the type (a) (resp. (b)) arise from purely time-ordered fields (resp. anti-time ordered) and correspond, under LSZ reduction for the external legs, to on-shell contributions which are linear in the amplitudes. On the other hand, terms of the type (c) mix fields on different branches of the Schwinger-Keldysh contour, which corresponds in unitarity cut contributions between one amplitude and its conjugate in the on-shell formalism.

This derivation gives some insight into the relation between the SK formalism and the KMOC formalism relevant to fully on-shell calculations, like the radiated energy, angular momentum, or more localized observables like the waveform and gravitational event shapes (essentially by considering only the on-shell radiative contribution of the fields arising in the large $r$ limit). But it also extends beyond this. In particular, it explains some recent derivations of off-shell metric configurations from "amplitudes" with one off-shell graviton leg [179]. In that case one avoids taking the LSZ reduction of the graviton field whose expectation value is taken. A simple example is given by the (linearized) metric generated by on-shell matter particles coupled to gravity. For example, this justifies the results obtained in [179] for the derivation of gravitational shock wave configurations from the 3-point function with two massless on-shell scalars and one off-shell graviton. The same argument can be repeated for any other on-shell matter configuration coupled to one off-shell graviton, essentially making use of the (linearized) stress tensor [180, 181]. Alternatively, one can work fully on-shell but in $(2,2)$ signature, as shown in [106, 182, 183].

### 2.2 Scattering of classical waves

We are now ready to to include initial-state massless classical waves in the formalism of ref. [166]. A naive extension of the considerations of ref. [166] to massless particles is clearly impossible. A particle's Compton wavelength diverges when its mass goes to zero, making it impossible to satisfy the required conditions (see eq. (2.16)). It doesn't make sense to treat messengers (photons or gravitons) as point-like particles. Indeed, Newton and Wigner [184] and Wightman [185] proved rigorously long ago that a strict localization of known massless particles in position space is impossible ${ }^{4}$. A proper treatment instead relies on coherent states. We begin such a treatment by discussing general aspects of coherent states, focusing on the electromagnetic case. We then describe the kind of coherent states of interest to us.

We can write the electromagnetic field operator as,

$$
\begin{equation*}
\mathbb{A}_{\mu}(x)=\frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k)\left[a_{\sigma}(k) \varepsilon_{\mu}^{\sigma *}(k) e^{-i k \cdot x / \hbar}+a_{\sigma}^{\dagger}(k) \varepsilon_{\mu}^{\sigma}(k) e^{+i k \cdot x / \hbar}\right] \tag{2.39}
\end{equation*}
$$

We are using the same symbol (namely, $a_{\sigma}$ ) for annihilation operators in both electromagnetism and gravity; we hope context will make clear which operator is relevant. Using the form of the electromagnetic field in eq. (2.39), the electromagnetic field strength operator is,

$$
\begin{equation*}
\mathbb{F}_{\mu \nu}(x)=-\frac{i}{\hbar^{3 / 2}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k)\left[a_{\sigma}(k) k_{[\mu} \varepsilon_{\nu]}^{\sigma *}(k) e^{-i k \cdot x / \hbar}-a_{\sigma}^{\dagger}(k) k_{[\mu} \varepsilon_{\nu]}^{\sigma}(k) e^{+i k \cdot x / \hbar}\right] \tag{2.40}
\end{equation*}
$$

Introduce the coherent-state operator,

$$
\begin{equation*}
\mathbb{C}_{\alpha, \sigma} \equiv \mathcal{N}_{\alpha} \exp \left[\int \mathrm{d} \Phi(k) \alpha(k) a_{\sigma}^{\dagger}(k)\right] \tag{2.41}
\end{equation*}
$$

where the normalization $\mathcal{N}_{\alpha}$ will be given below. We can build coherent states of the electromagnetic field using this operator, such as a positive-helicity one,

$$
\begin{equation*}
\left|\alpha^{+}\right\rangle=\mathbb{C}_{\alpha,(+)}|0\rangle \tag{2.42}
\end{equation*}
$$

More generally, we could consider coherent states containing both helicities. Since coherent-state operators for different helicities commute and every polarization vector can be decomposed in the helicity basis, there is no loss of generality in making a specific helicity choice for the coherent states we consider. The coherent state operators are unitary,

$$
\begin{equation*}
\left(\mathbb{C}_{\alpha, \sigma}\right)^{\dagger}=\left(\mathbb{C}_{\alpha, \sigma}\right)^{-1} \tag{2.43}
\end{equation*}
$$

The normalization factor $\mathcal{N}_{\alpha}$ is determined by the condition $\left\langle\alpha^{+} \mid \alpha^{+}\right\rangle=1$, that is,

$$
\begin{equation*}
\mathcal{N}_{\alpha}=\exp \left[-\frac{1}{2} \int \mathrm{~d} \Phi(k)|\alpha(k)|^{2}\right] \tag{2.44}
\end{equation*}
$$

as can be seen by using the Baker-Campbell-Hausdorff formula.
At this stage, the function $\alpha(k)$ is quite general, however in specific examples, we may take it to be real. We will see below that it is subject to certain restrictions in

[^4]the classical limit. We will also see that its functional form will determine the physical shape of the corresponding state, so we will call it the 'waveshape' function.

The coherent-state creation operator acting on the vacuum can be rewritten using the Baker-Campbell-Hausdorff identity as a displacement operator [186, 187] yielding

$$
\begin{equation*}
\mathbb{C}_{\alpha, \sigma}|0\rangle=\exp \left[\int \mathrm{d} \Phi(k)\left(\alpha(k) a_{\sigma}^{\dagger}(k)-\alpha^{*}(k) a_{\sigma}(k)\right)\right]|0\rangle \tag{2.45}
\end{equation*}
$$

Its action on creation and annihilation operators is given by,

$$
\begin{align*}
& \mathbb{C}_{\alpha, \sigma}^{\dagger} a_{\rho}(k) \mathbb{C}_{\alpha, \sigma}=a_{\rho}(k)+\delta_{\sigma \rho} \alpha(k), \\
& \mathbb{C}_{\alpha, \sigma}^{\dagger} a_{\rho}^{\dagger}(k) \mathbb{C}_{\alpha, \sigma}=a_{\rho}^{\dagger}(k)+\delta_{\sigma \rho} \alpha^{*}(k) . \tag{2.46}
\end{align*}
$$

To interpret the state, let us compute $\left\langle\alpha^{+}\right| \mathbb{A}^{\mu}(x)\left|\alpha^{+}\right\rangle$. It is useful to note,

$$
\begin{align*}
a_{+}(k)\left|\alpha^{+}\right\rangle & =\alpha(k)\left|\alpha^{+}\right\rangle, \\
a_{-}(k)\left|\alpha^{+}\right\rangle & =0, \\
\left\langle\alpha^{+}\right| a_{+}^{\dagger}(k) & =\left\langle\alpha^{+}\right| \alpha^{*}(k),  \tag{2.47}\\
\left\langle\alpha^{+}\right| a_{-}^{\dagger}(k) & =0,
\end{align*}
$$

which incidentally imply that the dimension of $\alpha(k)$ is the same as the dimension of the annihilation operator: inverse mass. It is then easy to see that,

$$
\begin{align*}
\left\langle\alpha^{+}\right| \mathbb{A}_{\mu}(x)\left|\alpha^{+}\right\rangle & =\frac{1}{\sqrt{\hbar}} \int \mathrm{~d} \Phi(k)\left[\alpha(k) \varepsilon_{\mu}^{+*}(k) e^{-i k \cdot x / \hbar}+\alpha^{*}(k) \varepsilon_{\mu}^{+}(k) e^{+i k \cdot x / \hbar}\right] \\
& =\int \mathrm{d} \Phi(\bar{k})\left[\bar{\alpha}(\bar{k}) \varepsilon_{\mu}^{+*}(\bar{k}) e^{-i \bar{k} \cdot x}+\bar{\alpha}^{*}(\bar{k}) \varepsilon_{\mu}^{+}(\bar{k}) e^{+i \bar{k} \cdot x}\right]  \tag{2.48}\\
& \equiv A_{\mu}^{\mathrm{cl}}(x)
\end{align*}
$$

where we define

$$
\begin{equation*}
\bar{\alpha}(\bar{k}) \equiv \hbar^{3 / 2} \alpha(k) \tag{2.49}
\end{equation*}
$$

Additional constraints on $\bar{\alpha}$ will emerge below from the consideration of correlators in the classical limit. Note that the polarization vector is invariant under the rescaling from a momentum to a wavevector: $\varepsilon_{\sigma}(\bar{k})=\varepsilon_{\sigma}(k)$ is independent of $\hbar$.

The most general solution of the classical Maxwell equation in empty space is,

$$
\begin{equation*}
\sum_{\sigma= \pm 1} A_{\mu}^{\mathrm{cl}, \sigma}(x)=\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(\bar{k})\left[\widetilde{A}_{\sigma}(\bar{k}) \varepsilon_{\mu}^{\sigma *}(\bar{k}) e^{-i \bar{k} \cdot x}+\widetilde{A}_{\sigma}^{*}(\bar{k}) \varepsilon_{\mu}^{\sigma}(\bar{k}) e^{+i \bar{k} \cdot x}\right] \tag{2.50}
\end{equation*}
$$

in terms of Fourier coefficients $\widetilde{A}_{\sigma}(\bar{k})$, which we can identify as $\bar{\alpha}(\bar{k})$. Evidently our state $\left|\alpha^{+}\right\rangle$contributes only the terms of positive helicity $(\sigma=+1)$; a more general coherent state involving creation operators of both helicities would generate this most general solution of the free Maxwell equations.

To further illuminate the meaning of coherent states, we may consider scattering amplitudes in the presence of a non-trivial background field $A^{\mathrm{cl}}(x)$. The scattering matrix in the presence of this background field depends on it. We denote this dependence by $S\left(A^{\text {cl }}\right)$. Using the properties of the coherent state operator it can be shown
that,

$$
\begin{equation*}
\mathbb{C}_{\alpha, \sigma}^{\dagger} S(A) \mathbb{C}_{\alpha, \sigma}=S\left(A+A_{\mathrm{cl}}^{\sigma}\right) \tag{2.51}
\end{equation*}
$$

Coherent states thus allow us to capture the physics of a specific background field based on vacuum scattering amplitudes:

$$
\begin{equation*}
\mathbb{C}_{\alpha, \sigma}^{\dagger} S(0) \mathbb{C}_{\alpha, \sigma}=S\left(A_{\mathrm{cl}}^{\sigma}\right) \tag{2.52}
\end{equation*}
$$

The formulation of the perturbation theory in a fixed background is particularly convenient when the Feynman rules - or the scattering amplitudes - in the background are known exactly [102, 188-192].

As usual, we define the operator measuring the number of photons to be,

$$
\begin{equation*}
\mathbb{N}_{\gamma}=\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) a_{\sigma}^{\dagger}(k) a_{\sigma}(k) \tag{2.53}
\end{equation*}
$$

A short computation shows that the expectation number $N_{\gamma}$ of photons in our coherent state is,

$$
\begin{equation*}
N_{\gamma}=\left\langle\alpha^{+}\right| \mathbb{N}_{\gamma}\left|\alpha^{+}\right\rangle=\int \mathrm{d} \Phi(k)|\alpha(k)|^{2}=\frac{1}{\hbar} \int \mathrm{~d} \Phi(\bar{k})|\bar{\alpha}(\bar{k})|^{2} \tag{2.54}
\end{equation*}
$$

The classical limit $\hbar \rightarrow 0$ thus corresponds to the limit of a large number of photons, that is a limit of large occupation number [193]. Therefore as a consequence we will have,

$$
\begin{equation*}
N_{\gamma} \gg 1 \tag{2.55}
\end{equation*}
$$

We must choose the waveshape $\alpha$ such that the integral in the last line of eq. (2.54) is not parametrically small as $\hbar \rightarrow 0$. A simple way to do so is to choose $\bar{\alpha}$ independent of $\hbar$. Similarly, the momentum carried by the coherent state is,

$$
\begin{equation*}
\bar{k}_{\gamma}^{\mu}=\left\langle\alpha^{+}\right| \mathbb{K}_{\gamma}^{\mu}\left|\alpha^{+}\right\rangle=\int \mathrm{d} \Phi(k)|\alpha(k)|^{2} k^{\mu}=\int \mathrm{d} \Phi(\bar{k})|\bar{\alpha}(\bar{k})|^{2} \bar{k}^{\mu} \tag{2.56}
\end{equation*}
$$

This quantity ("K beam") is finite in the classical limit, as expected. We emphasize that this coherent-state construction and its connection to classical states generalizes in a straightforward way to any massless particle, including gravitons. In particular, In classical GR, we define the spacetime metric to be

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+\kappa h_{\mu \nu} \tag{2.57}
\end{equation*}
$$

The constant $\kappa$ is given in terms of Newton's constant $G$ by ${ }^{5}$

$$
\begin{equation*}
\kappa \equiv \sqrt{32 \pi G} \tag{2.58}
\end{equation*}
$$

In a quantum description, the corresponding field operator is

$$
\begin{equation*}
h_{\mu \nu}(x)=\frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 2} \int \mathrm{~d} \Phi(k)\left[a_{\sigma}(k) \varepsilon_{\mu}^{* \sigma}(k) \varepsilon_{\nu}^{* \sigma}(k) e^{-i \bar{k} \cdot x}+\text { h.c. }\right] \tag{2.59}
\end{equation*}
$$

[^5]Notice that we have written the polarisation tensor that conventionally appears in the graviton operator as an explicit outer product of two polarisation vectors; this is always possible. The linearised Riemann tensor operator follows from conventional definitions and is given by ${ }^{6}$

$$
\begin{align*}
\mathbb{R}_{\mu \nu \rho \xi}(x) & =\frac{\kappa}{2}\left(\partial_{\xi} \partial_{[\mu} h_{\nu] \rho}-\partial_{\rho} \partial_{[\mu} h_{\nu] \xi}\right) \\
& =-\frac{\kappa}{2} \frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 2} \int \mathrm{~d} \Phi(k)\left[a_{\sigma}(k) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) \bar{k}_{[\sigma} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i \bar{k} \cdot x}+\text { h.c. }\right] \tag{2.60}
\end{align*}
$$

It is worth starting from the familiar case of geometric optics. This is a purely classical approximation to wave phenomena, valid in situations where the wavelength is negligible in comparison to other physical scales. One of our foci will be on phenomena associated with scattering light from a point-like object. For problems of this type to be well-defined, the incoming wave must be spatially separated from the incoming particle in the far past. Consequently, we need to understand how to describe a localized incoming beam of light. We can choose the beam to be moving in the $z$ direction, localized around the origin of the $x-y$ plane. To see how to do this, let's consider some examples.

The simplest option for the waveshape is,

$$
\begin{equation*}
\alpha(k)=\alpha_{\odot} \delta^{3}\left(k-\hbar \bar{k}_{\odot}\right) \tag{2.61}
\end{equation*}
$$

where $\bar{k}_{\odot}$ ("k-bar beam") is the overall wavevector of the wave, and $\alpha_{\odot}$ (" $\alpha$ beam") is a constant which scales like $\sqrt{\hbar}$. Defining $\bar{\alpha}_{\odot}=\hbar^{-1 / 2} \alpha_{\odot}$, this choice implies that,

$$
\begin{equation*}
\bar{\alpha}(\bar{k})=\bar{\alpha}_{\odot} \delta^{3}\left(\bar{k}-\bar{k}_{\odot}\right) \tag{2.62}
\end{equation*}
$$

and that the classical field takes the form,

$$
\begin{equation*}
A_{\mathrm{cl}}^{\mu}(x)=2 \Re \bar{\alpha}_{\odot} \varepsilon_{\odot}^{* \mu}\left(\bar{k}_{\odot}\right) e^{-i \bar{k}_{\odot} \cdot x} \tag{2.63}
\end{equation*}
$$

It is worth pointing out here that the expectation value of the gauge potential between coherent states is always a real quantity: a physical field which can be measured. We can choose

$$
\begin{align*}
\bar{k}_{\odot}^{\mu} & =(\omega, 0,0, \omega) \\
\varepsilon_{\odot}^{\mu} & =\frac{1}{\sqrt{2}}(0,1, i, 0), \tag{2.64}
\end{align*}
$$

to provide an explicit example. If we pick the normalization of $\bar{\alpha}$ to be given by $\bar{\alpha}_{\odot}=A_{\odot} / \sqrt{2}$ with $A_{\odot}$ real, the classical field for this example is,

$$
\begin{equation*}
A_{\mathrm{cl}}^{\mu}(x)=A_{\odot}(0, \cos \omega(t-z),-\sin \omega(t-z), 0) \tag{2.65}
\end{equation*}
$$

which is a plane wave of circular polarization ${ }^{7}$ moving in the $z$-direction with angular frequency $\omega$. This wave is completely delocalized, which is a disadvantage for our purposes: we wish to have a clean separation between the incoming wave and pointlike particle states.

[^6]To localize the wave, we may "broaden" the delta function in eq. (2.61). Define,

$$
\begin{equation*}
\delta_{\sigma}(\bar{k}) \equiv \frac{1}{\sigma \sqrt{\pi}} \exp \left[-\frac{\bar{k}^{2}}{\sigma^{2}}\right], \tag{2.66}
\end{equation*}
$$

which is normalized so that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} \bar{k} \delta_{\sigma}(\bar{k})=1 . \tag{2.67}
\end{equation*}
$$

The peak width is controlled by the parameter $\sigma$. As $\bar{k}$ is a wavenumber, $\sigma$ has dimensions of inverse length. We may choose our incoming wave, moving along the $z$-axis, to be symmetric under a rotation about that axis. Consider the choice,

$$
\begin{equation*}
\alpha(k)=\frac{1}{\hbar^{3}}|\boldsymbol{k}|(2 \pi)^{3} A_{\odot} \sqrt{2 \hbar} \delta_{\sigma_{\|}}\left(\omega-k^{z} / \hbar\right) \delta_{\sigma_{\perp}}\left(k^{x} / \hbar\right) \delta_{\sigma_{\perp}}\left(k^{y} / \hbar\right) ; \tag{2.68}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\bar{\alpha}(\bar{k})=\sqrt{2}|\overline{\boldsymbol{k}}|(2 \pi)^{3} A_{\odot} \delta_{\sigma_{\|}}\left(\omega-\bar{k}^{z}\right) \delta_{\sigma_{\perp}}\left(\bar{k}^{x}\right) \delta_{\sigma_{\perp}}\left(\bar{k}^{y}\right), \tag{2.69}
\end{equation*}
$$

with $A_{\odot}$ real. We have introduced two measures of beam spread, $\sigma_{\|}$and $\sigma_{\perp}$, along and transverse to the wave direction respectively. The corresponding classical field is,

$$
\begin{align*}
& A_{\mathrm{cl}}^{\mu}(x)=\sqrt{2} A_{\odot} \Re \int \mathrm{d}^{3} \bar{k} \varepsilon_{\odot}^{* \mu}(\bar{k}) \delta_{\sigma_{\|}}\left(\omega-\bar{k}^{z}\right) \\
& \times\left.\delta_{\sigma_{\perp}}\left(\bar{k}^{x}\right) \delta_{\sigma_{\perp}}\left(\bar{k}^{y}\right) e^{-i \bar{k} \cdot x}\right|_{\bar{k}^{0}=\sqrt{\left(\bar{k}^{x}\right)^{2}+\left(\bar{k}^{y}\right)^{2}+\left(\bar{k}^{z}\right)^{2}}} . \tag{2.70}
\end{align*}
$$

We emphasize that other choices of wave shape are available in the classical theory: the only constraint is that $N_{\gamma}$ must be large.

Let us further refine our example by taking $\sigma_{\|}$to be very small compared to the other two scales, $\sigma_{\perp}$ and $\omega=\bar{k}_{\odot}^{0}$. We are thus considering a monochromatic beam, for which we can replace $\delta_{\sigma_{\|}}$by a Dirac delta distribution. Doing so, we obtain,

$$
\begin{equation*}
A_{\mathrm{cl}}^{\mu}(x)=\sqrt{2} A_{\odot} \Re \int \mathrm{d}^{2} \bar{k}_{\perp} \varepsilon_{\odot}^{* \mu}(\bar{k}) \delta_{\sigma_{\perp}}\left(\bar{k}^{x}\right) \delta_{\sigma_{\perp}}\left(\bar{k}^{y}\right) e^{-i t \sqrt{\omega^{2}+\left(\bar{k}^{x}\right)^{2}+\left(\bar{k}^{y}\right)^{2}}} e^{i \omega z} e^{i \bar{k}^{x} x} e^{i \bar{k}^{y} y} . \tag{2.71}
\end{equation*}
$$

We can simplify this expression with the following considerations. For the beam to be moving in the $z$-direction, the photons in the beam should dominantly have their momenta, or equivalently their wavenumbers, aligned in the $z$-direction. However, the broadened distribution $\delta_{\sigma_{\perp}}$ does allow small components of momentum in the $x$ and $y$ directions. These components should be subdominant. The corresponding $x$ and $y$ wavenumbers are of order $\sigma_{\perp}$ while the wavenumber in the $z$ direction is of order $\omega$. Let us define the (reduced) wavelength $\lambda \equiv \omega^{-1}$. We must thus require,

$$
\begin{equation*}
\lambda^{-1} \gg \sigma_{\perp} \tag{2.72}
\end{equation*}
$$

We can also define a transverse size of the beam,

$$
\begin{equation*}
\ell_{\perp}=\sigma_{\perp}^{-1}, \tag{2.73}
\end{equation*}
$$

along with a 'pulse length',

$$
\begin{equation*}
\ell_{\|}=\sigma_{\|}^{-1} \tag{2.74}
\end{equation*}
$$

We see that we must require,

$$
\begin{equation*}
\lambda \ll \ell_{\perp} \tag{2.75}
\end{equation*}
$$

In other words, a collimated monochromatic beam must have a transverse size which is large in units of the beam's wavelength. The requirement in eq. (2.75) is in some respects analogous to the first part of the 'Goldilocks' condition of eq. (2.16). However, we emphasize that eq. (2.75) arises from our desire to localize the wave in the far past. In particular, waves violating the requirement in eq. (2.75) may still be classical.

Turning back to eq. (2.71), we may now simplify the time-dependent exponential factor. The broadened delta distribution $\delta_{\sigma_{\perp}}$ forces,

$$
\begin{equation*}
\left(\bar{k}^{x}\right)^{2}+\left(\bar{k}^{y}\right)^{2} \lesssim \sigma_{\perp}^{2}=\ell_{\perp}^{-2} \tag{2.76}
\end{equation*}
$$

so that,

$$
\begin{equation*}
\sqrt{\omega^{2}+\left(\bar{k}^{x}\right)^{2}+\left(\bar{k}^{y}\right)^{2}} \lesssim \sqrt{\omega^{2}+\ell_{\perp}^{-2}} \simeq \omega+\mathcal{O}\left(\ell_{\perp}^{-2} \omega^{-2}\right) \simeq \omega \tag{2.77}
\end{equation*}
$$

For the wave's field, we obtain, in this approximation,

$$
\begin{align*}
A_{\mathrm{cl}}^{\mu}(x) & =\sqrt{2} A_{\odot} \Re\left\{e^{-i \omega(t-z)} \int \mathrm{d}^{2} \bar{k}_{\perp} \varepsilon_{\odot}^{* \mu}(\bar{k}) \delta_{\sigma_{\perp}}\left(\bar{k}^{x}\right) \delta_{\sigma_{\perp}}\left(\bar{k}^{y}\right) e^{i \bar{k}^{x} x} e^{i \bar{k}^{y} y}\right\}  \tag{2.78}\\
& =\sqrt{2} A_{\odot} \Re\left\{e^{-i \omega(t-z)} \varepsilon_{\odot}^{* \mu}\left(\bar{k}_{\odot}^{\mu}\right) \int \mathrm{d}^{2} \bar{k}_{\perp} \delta_{\sigma_{\perp}}\left(\bar{k}^{x}\right) \delta_{\sigma_{\perp}}\left(\bar{k}^{y}\right) e^{i \bar{k}^{x} x} e^{i \bar{k}^{y} y}\right\},
\end{align*}
$$

where we can replace $\varepsilon_{\odot}^{\mu}(\bar{k})$ by $\varepsilon_{\odot}^{\mu}\left(\bar{k}_{\odot}^{\mu}\right)$ because of the smallness of the transverse components of $\bar{k}$. (Recall that $\bar{k}_{\odot}^{\mu}=(\omega, 0,0, \omega)$.) To continue, we may note that the integral,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} \bar{q} e^{i \bar{q} x} \delta_{\sigma}(\bar{q})=e^{-x^{2} \sigma^{2} / 4} \tag{2.79}
\end{equation*}
$$

so that we finally obtain,

$$
\begin{equation*}
A_{\mathrm{cl}}^{\mu}(x)=\sqrt{2} A_{\odot} \Re\left[e^{-i \omega(t-z)} \varepsilon_{\odot}^{* \mu}\left(\bar{k}_{\odot}^{\mu}\right) e^{-\left(x^{2}+y^{2}\right) /\left(4 \ell_{\perp}^{2}\right)}\right] \tag{2.80}
\end{equation*}
$$

This is indeed a wave of circular polarization along the $z$-axis, with finite size in the $x-y$ plane.

Our approximation that $\sigma_{\|}$is negligible gives us a beam of infinite spatial extent along the direction of propagation (here, the $z$ axis). Were we to stop short of the $\sigma_{\|} \rightarrow 0$ limit, we would find a finite size in this direction too. The occupation number, which is divergent for infinite extent in the $z$-direction, would also become finite for nonvanishing $\sigma_{\|}$.

The classical field in eq. (2.80) describes a beam of light that does not spread in the transverse direction, in apparent contradiction to the non-zero transverse momenta the integral contains. This seeming contradiction is lifted when we compute the field of eq. (2.71) to the next order in $1 /\left(\omega \ell_{\perp}\right)$ and $t / \ell_{\perp}$. The result for short enough times
is,

$$
\begin{align*}
A_{\mathrm{cl}}^{\mu}(x)= & \sqrt{2} A_{\odot} \Re\left\{\frac{\exp [-i \omega(t-z)]}{1+i \frac{t}{2 \omega \ell_{\perp}^{2}}} \varepsilon_{\odot}^{* \mu}\left(\bar{k}_{\odot}^{\mu}\right) \exp \left[-\frac{\left(x^{2}+y^{2}\right)}{4 \ell_{\perp}^{2}\left[1+i t /\left(2 \omega \ell_{\perp}^{2}\right)\right]}\right]\right\} \\
+\frac{A_{\odot}}{\sqrt{2}} \Re\{ & \exp [-i \omega(t-z)]\left[\left.i \frac{x}{\ell_{\perp}^{2}} \partial_{\bar{k} x} \varepsilon_{\odot}^{* \mu}(\bar{k})\right|_{\bar{k}=\bar{k}_{\odot}}+\left.i \frac{y}{\ell_{\perp}^{2}} \partial_{\bar{k} y} \varepsilon_{\odot}^{* \mu}(\bar{k})\right|_{\bar{k}=\overline{k_{\odot}}}\right]  \tag{2.81}\\
& \left.\times \exp \left[-\frac{\left(x^{2}+y^{2}\right)}{4 \ell_{\perp}^{2}}\right]\right\}+\cdots .
\end{align*}
$$

In the classical limit, the Compton wavelength $\ell_{c}$ of a point-like particle must be unobservably small. However, there is (in general) no need for the wavelength of massless waves to be small. On the contrary, finite-wavelength classical waves are quotidian phenomena, and propagate along the pages of many classical-physics textbooks.

In the scattering of two point-like particles, this requirement on $\ell_{c}$ would be violated if the particles approach at distances smaller than (or of order of) their Compton wavelength, because then the underlying wave nature of the particles becomes important. Thus we arrive at the conclusion that classical scattering of two particles obtains only when the impact parameter $b \neq 0$.

In contrast, for a wave of wavelength $\lambda$ interacting with a particle, we simply require that $\lambda$ be much larger than the Compton wavelength $\ell_{c}$ of the particle. When this is the case, the messengers comprising the wave cannot resolve the quantum structure of the particle. For the classical point-particle approximation to be valid, we further require that $\lambda$ should be large compared to the finite size $\ell_{w}$ of the particle's wave packet. We thus have the requirement,

$$
\begin{equation*}
\ell_{c} \ll \ell_{w} \ll \lambda \tag{2.82}
\end{equation*}
$$

for classical interactions of a wave with a particle of Compton wavelength $\ell_{c}$. There is no a priori constraint on the impact parameter $b$.


Figure 2.3: While the t-channel graviton exchange contribution exists for a photon interacting gravitationally with a scalar, this is not true in electromagnetic case

As exemplified in Fig. 2.3, in the electromagnetic scattering of a photon off a charged particle, there is no $t$-channel contribution. Correspondingly we are primarily interested in the $b \simeq 0$ case (More precisely, we are interested in $b$ smaller than the transverse size of the beam). We will explore this in more detail below. In contrast,
in the gravitational scattering of a photon off a neutral particle, there are both $s$ - and $t$-channel contributions. In this case, we are interested in general $b$.

The interaction between our particle and our wave introduces another length scale to consider, namely the scattering length $\ell_{s}$. Let $q=\hbar \bar{q}$ be a characteristic momentum exchange associated with the interaction; then the scattering length is defined to be,

$$
\begin{equation*}
\ell_{s}=\frac{1}{\sqrt{\left|\bar{q}^{2}\right|}} \tag{2.83}
\end{equation*}
$$

The value of the scattering length depends on the details of the scattering process. In the case where two point-like particles scatter, for instance, one finds that $\ell_{s} \sim b$. In the case at hand where a particle interacts with a wave this need not be the case. Indeed for an $s$ channel processes it is more natural to expect $\ell_{s}$ to be determined by the off-shellness of intermediate propagators such as $s-m^{2}$. For definiteness let us take the momentum of the incoming particle to be $p_{1}=m_{A} v_{A}$ while the incoming wave has characteristic wavenumber $\bar{k}_{\odot}$. Then $s-m_{A}^{2}=2 \hbar \bar{k}_{\odot} \cdot p_{1}$, so that the scattering length should be,

$$
\begin{equation*}
\ell_{s} \sim \frac{1}{\bar{k}_{\odot} \cdot v_{A}} . \tag{2.84}
\end{equation*}
$$

This is simply of the order of the wavelength of the incoming wave.
We turn next to the construction of the incoming state. As in ref. [166] and in eq. (2.9), we write the point particle as a superposition of plane-wave states weighted by a wavefunction $\psi(p)$. We can then write the messenger wave as a coherent state of helicity $\sigma$ characterized by the waveshape $\alpha(k)$. We start with a basis of states constructed out of coherent states of definite helicity $\left|\alpha^{\sigma}\right\rangle$ for the messenger and plane-wave states for the massive particle,

$$
\begin{equation*}
\left|p_{1} \alpha_{2}^{\sigma}\right\rangle=\left|p_{1}\right\rangle\left|\alpha_{2}^{\sigma}\right\rangle . \tag{2.85}
\end{equation*}
$$

Our initial state then takes the form,

$$
\begin{equation*}
\left|\psi_{w, \text { in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}\right) \psi_{A}\left(p_{1}\right) e^{i b \cdot p_{1} / \hbar}\left|p_{1} \alpha_{2}^{\sigma}\right\rangle . \tag{2.86}
\end{equation*}
$$

The impact parameter $b$ now separates the particle from the center of the beam in the far past. As in the earlier discussion, the state is normalized to unity, $\left\langle\psi_{w, \text { in }} \mid \psi_{w, \text { in }}\right\rangle=1$. We will leave the 'in' subscript implicit in the case of wave scattering, so that we can also avoid confusion with the incoming two-particle state for the two-body problem denoted as $\left|\psi_{\text {in }}\right\rangle$.

Information about the classical four-velocity of the point particle is hidden inside $\psi_{A}(p)$. The explicit example studied in ref. [166] made use of a linear exponential (which slightly counter-intuitively reduces to a Gaussian in the nonrelativistic limit). In the same way, the information about the overall momentum $K_{\odot}$ of the messenger wave is hidden inside $\alpha(k)$. For the wave scattering, we will make use of the coherent wave shape $\alpha(k)$ chosen in eq. (2.68) corresponding to the choice of $\bar{\alpha}(k)$ of eq. (2.69), independent of $\hbar$ as desired. We will elucidate inequalities between the various parameters defining the beam below, where relevant.

### 2.3 Extension with classical spinning particles

We will comment here briefly on how to extend the previous construction to massive external particles which have a large classical angular momentum, following the Schwinger construction [194] developed in the KMOC formalism in [128]. We can define a set of $2 s+1$ harmonic oscillators for the massive little group $\mathrm{SU}(2)$, in terms of which a generic spin vector can be expressed

$$
\begin{equation*}
\left[a^{a}, a_{b}^{\dagger}\right]=\delta_{b}^{a} \quad \boldsymbol{S}=\frac{\hbar}{2} a_{a}^{\dagger} \boldsymbol{\sigma}_{b}^{a} a^{b}, \tag{2.87}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{b}^{a}$ are the standard Pauli matrices. Using eq. (2.87), it is easy to see that the spin vector $\boldsymbol{S}$ obeys the expected algebra

$$
\begin{equation*}
\left[S^{i}, S^{j}\right]=i \hbar \epsilon^{i j k} S^{k} \tag{2.88}
\end{equation*}
$$

The arbitrariness in the choice of the quantization axis is related to the spinorial rotation $U \in \mathrm{SU}(2)$, which is related to the vector rotation $O \in \mathrm{SO}(3)$ for the spin vector

$$
\begin{equation*}
a^{a} \rightarrow U_{b}^{a} a^{b}, \quad a_{a}^{\dagger} \rightarrow U_{a}^{b} a_{b}^{\dagger}=a_{b}^{\dagger}\left(U^{\dagger}\right)_{a}^{b} \quad \Rightarrow \quad S^{i} \rightarrow O^{i j} S^{j} \tag{2.89}
\end{equation*}
$$

Crucially, eq. (2.88) is invariant under this transformation. A generic spin $s$ state is then defined as

$$
\begin{equation*}
|s,\{a\}\rangle \equiv\left|s,\left\{a_{1} \ldots a_{2 s}\right\}\right\rangle=\frac{1}{\sqrt{(2 s)!}} a_{a_{1}}^{\dagger} a_{a_{2}}^{\dagger} \ldots a_{a_{2 s}}^{\dagger}|0\rangle \equiv \frac{\left(a_{a}^{\dagger}\right)^{\odot 2 s}}{\sqrt{(2 s)!}}|0\rangle . \tag{2.90}
\end{equation*}
$$

Spin coherent states are then defined [195-197] as eigenstates of $a_{a}$ :

$$
\begin{equation*}
\left|\alpha^{S}\right\rangle:=e^{-\frac{1}{2} \alpha_{a}^{*} \alpha^{a}} e^{\alpha^{a} a_{a}^{\dagger}}|0\rangle \rightarrow a_{a}\left|\alpha^{S}\right\rangle=\alpha_{a}\left|\alpha^{S}\right\rangle . \tag{2.91}
\end{equation*}
$$

where $\alpha_{a}^{*}$ is the complex conjugation of the spinor-valued "spin shape" $\alpha_{a}$. The classical limit is obtained when

$$
\begin{equation*}
\alpha_{a}=\frac{\bar{\alpha}^{S}}{\hbar} \rightarrow\|\alpha\| \equiv \sqrt{\tilde{\alpha}_{a} \alpha^{a}} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-1 / 2} \tag{2.92}
\end{equation*}
$$

since this implies the expectation value for spin operator gives back the classical value

$$
\begin{equation*}
\left\langle S^{i}\right\rangle_{\alpha^{s}}=\frac{\hbar}{2}\left(\alpha^{*} \sigma^{i} \alpha\right)=\frac{1}{2}\left(\bar{\alpha}^{*} \sigma^{i} \bar{\alpha}\right) . \tag{2.93}
\end{equation*}
$$

Moreover, this implies that the uncertainty principle is obeyed in the spin space

$$
\begin{equation*}
\left\langle S^{i} S^{j}\right\rangle_{\alpha^{S}} \stackrel{\hbar \rightarrow 0}{\sim}\left\langle S^{i}\right\rangle_{\alpha^{S}}\left\langle S^{j}\right\rangle_{\alpha^{S}}, \tag{2.94}
\end{equation*}
$$

as we will also discuss later in section 5.3.

## Chapter 3

## Event shapes and light-ray operators


#### Abstract

We would like to revisit here the derivation of event shapes in light of the recent developments in classical gravitational physics. In particular, we would like to understand how the energy carried away by gravitational waves, which is collected by a detector localized in a direction $\hat{\boldsymbol{n}}$, is described at the quantum level. We will see that the corresponding operator is related to the Isaacson effective stress tensor [198, 199] by the integration over the retarded working time of the detector, and its action can be computed explicitly using standard techniques in the asymptotic expansion. Using the Bondi gauge framework for asymptotically flat spacetimes, we will show that the energy flow operator can be also written in terms of the Bondi news squared term and this provides an extension of ANEC operator at null infinity to a shear inclusive ANEC. With our detector interpretation, the latter naturally provides the sum of energies of all massless quanta (i.e. radiation) emitted in a direction $\hat{\boldsymbol{n}}$ when acting on on-shell states. Motivated by that, we will define a new system of light-ray operators for linearized gravity, which will naturally combine with the standard stress tensor definition in scalar and gauge theories providing a unified treatment of all massless particles at $\mathcal{I}^{ \pm}$.


### 3.1 Introduction to event shapes in collider physics

Let's consider the process of electron-positron annihilation in QCD: for a generic outcome of the scattering process

$$
\begin{equation*}
e^{+} e^{-} \rightarrow X, \tag{3.1}
\end{equation*}
$$

we would like to understand the properties of the emitted particles as captured by one (or many) physical detectors located at spatial infinity. To make contact with the structure at null infinity, it is convenient to work with flat null coordinates for Minkowski spacetime

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} u \mathrm{~d} r-r^{2} \mathrm{~d} z \mathrm{~d} \bar{z} \tag{3.2}
\end{equation*}
$$

so that the null boundaries are located at $r \rightarrow+\infty$ while keeping ( $u, z, \bar{z}$ ) fixed. On this hypersurface $(z, \bar{z})$ are stereographic coordinates on the celestial sphere. This set of coordinates correspond to wrapping up the transverse spatial coordinates of the light-sheet at infinity

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} x^{-} \mathrm{d} x^{+}-\mathrm{d} x^{1} \mathrm{~d} x^{1}-\mathrm{d} x^{2} \mathrm{~d} x^{2} \tag{3.3}
\end{equation*}
$$

via the transformation

$$
\begin{equation*}
x^{-} \rightarrow u+r z \bar{z} \quad x^{+} \rightarrow r \quad x^{1} \rightarrow \frac{1}{2} r(z+\bar{z}) \quad x^{2} \rightarrow-\frac{1}{2} i r(z-\bar{z}) \tag{3.4}
\end{equation*}
$$

Instead of considering the total cross section for the process in eq. (3.1)

$$
\begin{equation*}
\sigma_{\mathrm{tot}}\left(p_{1}, p_{2}\right):=\sum_{X}(2 \pi)^{4} \delta^{4}\left(p_{1}+p_{2}-k_{X}\right)\left|\mathcal{M}_{e^{+} e^{-} \rightarrow X}\right|^{2} \tag{3.5}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are the incoming momenta of $e^{+}$and $e^{-}$and $k_{X}$ is the sum of the outgoing momenta, we introduce a less inclusive observable by defining a weight $w(X)$ such that

$$
\begin{align*}
\sigma_{W}\left(p_{1}, p_{2}\right) & :=\frac{1}{\sigma_{\mathrm{tot}}\left(p_{1}, p_{2}\right)} \sum_{X}(2 \pi)^{4} \delta^{4}\left(p_{1}+p_{2}-k_{X}\right) w(X)\left|\mathcal{M}_{e^{+} e^{-} \rightarrow X}\right|^{2} \\
& =\frac{1}{\sigma_{\mathrm{tot}}\left(p_{1}, p_{2}\right)} \sum_{X}\left\langle p_{1} p_{2}\right| S^{\dagger}|X\rangle w(X)\langle X| S\left|p_{1} p_{2}\right\rangle \tag{3.6}
\end{align*}
$$

which is the so-called "weighted cross section". Different choices of the weight factors $w(X)$ can tell us about different properties of the distribution of outgoing particles, like the flow of quantum number or of energy and momentum in a particular direction on the celestial sphere.

Of particular interest is the to the choice of $w(X)$ corresponding to the energy flow. Given an external on-shell state $|X\rangle=\left|k_{1} \ldots k_{n}\right\rangle$ of $n$ massless particles with $k_{X}^{\mu}=\sum_{i=1}^{n} k_{i}^{\mu}$, we define

$$
\begin{equation*}
w_{\tilde{\mathcal{E}}}(X)\left(k_{1}, \ldots, k_{n}\right):=\sum_{i=1}^{n} E_{i} \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{i}}-\Omega_{\hat{\boldsymbol{n}}}\right) \tag{3.7}
\end{equation*}
$$

where $k_{i}^{\mu}=\left(E_{i}, \boldsymbol{k}_{i}\right)$ is the 4-momentum of the individual particles and $\Omega_{\hat{\boldsymbol{k}}_{i}}=\frac{\boldsymbol{k}_{i}}{\left|\boldsymbol{k}_{i}\right|}$ is the solid angle in the direction of $\boldsymbol{k}_{i}[150,151]$. The weighted cross section measures the distribution of energy in the final state that flows in the direction of $\hat{\boldsymbol{n}}$, and as such we can interpret $w_{\mathcal{E}}(X)$ as an eigenvalue of the average null energy operator (ANEC) at spatial infinity

$$
\begin{equation*}
\tilde{\mathcal{E}}(\hat{\boldsymbol{n}})=\int_{0}^{+\infty} \mathrm{d} t \lim _{r \rightarrow+\infty} r^{2} \hat{n}^{i} T_{0 i}(t, r \hat{\boldsymbol{n}}) \tag{3.8}
\end{equation*}
$$

where the energy momentum tensor is always understood to be normal ordered and $t$ is the physical working time of the detector. Looking at the energy flow operator in eq. (3.8) it is easy to generalize it to a momentum flow operator (which is well-known in the jet literature [200, 201])

$$
\begin{equation*}
\tilde{\mathcal{P}}_{\mu}(\hat{\boldsymbol{n}})=\int_{0}^{+\infty} \mathrm{d} t \lim _{r \rightarrow+\infty} r^{2} \hat{n}^{i} T_{\mu i}(t, r \hat{\boldsymbol{n}}) \tag{3.9}
\end{equation*}
$$

whose action on a state gives the linear momentum flowing the particular direction $\hat{\boldsymbol{n}}$

$$
\begin{equation*}
w_{\tilde{\mathcal{P}}_{j}}(X)\left(k_{1}, \ldots, k_{n}\right):=\sum_{i=1}^{n}\left(\boldsymbol{k}_{j}\right)_{i} \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{i}}-\Omega_{\hat{\boldsymbol{n}}}\right) \tag{3.10}
\end{equation*}
$$

One can define also the expectation value of the ANEC operator at infinity, namely the 1-point energy event shape

$$
\begin{equation*}
\langle\tilde{\mathcal{E}}(\hat{\boldsymbol{n}})\rangle:=\frac{1}{\sigma_{\mathrm{tot}}\left(p_{1}, p_{2}\right)}\left\langle p_{1} p_{2}\right| S^{\dagger} \tilde{\mathcal{E}}(\hat{\boldsymbol{n}}) S\left|p_{1} p_{2}\right\rangle \tag{3.11}
\end{equation*}
$$

where it is always understood that $\tilde{\mathcal{E}}(\hat{\boldsymbol{n}})$ acts on the set of outgoing states $|X\rangle$ inserted via the completeness relation, as usual in the Schwinger-Keldysh formalism.


Figure 3.1: The radiation due to the scattering of two massive objects is captured by two detectors located at spatial infinity in the directions $\hat{\boldsymbol{n}}_{1}\left(z_{1}, \bar{z}_{1}\right)$ and $\hat{\boldsymbol{n}}_{2}\left(z_{2}, \bar{z}_{2}\right)$.

In the case of two (or more) detectors, as previously mentioned, we can also define the energy-energy correlator which is related to the 2-pt Wightman function of two ANEC operators at infinity inserted at different points on the celestial sphere

$$
\begin{equation*}
\left\langle\tilde{\mathcal{E}}(\hat{\boldsymbol{n}}) \tilde{\mathcal{E}}\left(\hat{\boldsymbol{n}}^{\prime}\right)\right\rangle:=\frac{1}{\sigma_{\text {tot }}\left(p_{1}, p_{2}\right)}\left\langle p_{1} p_{2}\right| S^{\dagger} \tilde{\mathcal{E}}(\hat{\boldsymbol{n}}) \tilde{\mathcal{E}}\left(\hat{\boldsymbol{n}}^{\prime}\right) S\left|p_{1} p_{2}\right\rangle \tag{3.12}
\end{equation*}
$$

It is quite interesting to analyze this $2-\mathrm{pt}$ correlator for the gravitational radiation in the classical limit, where in the most general case a superposition of coherent states represents the radiation at the quantum level.

In flat null coordinates the momentum flow operator can be written directly in terms of the energy flow

$$
\begin{equation*}
\mathcal{P}^{\mu}(\hat{\boldsymbol{n}})=n^{\mu} \mathcal{E}(\hat{\boldsymbol{n}})=n^{\mu} \int_{-\infty}^{+\infty} \mathrm{d} u \lim _{r \rightarrow \infty} r^{2} T_{u u}\left(u, r, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) \tag{3.13}
\end{equation*}
$$

where $u$ is the retarded time and identify $\hat{\boldsymbol{n}}$ with the related coordinates on the celestial sphere

$$
\begin{equation*}
\hat{\boldsymbol{n}}=\left(z+\bar{z},-i(z-\bar{z}), 1-|z|^{2}\right) \longrightarrow \hat{\boldsymbol{n}} \Leftrightarrow\left(z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) \tag{3.14}
\end{equation*}
$$

Here, we emphasize that we use $\mathcal{E}(\hat{\boldsymbol{n}})$ in place of $\tilde{\mathcal{E}}(\hat{\boldsymbol{n}})$ for technical convenience. One can work in Bondi gauge where the detector would register the energy flow as given by
$\tilde{\mathcal{E}}(\hat{\boldsymbol{n}})$ (i.e. the standard local energy factor). We will do this later on for gravitational event shapes in section 4.4.

### 3.2 Light-ray operators in QFT

In this section, we define the family of light-ray operators under consideration and make contact with their physical significance and in particular with the corresponding surface charges of null-sheet symmetry generators. Light-ray operators depend implicitly on a choice of null-sheet and we choose future null infinity.

In flat-null coordinates, our family of light-ray operators is defined by

$$
\begin{align*}
\mathcal{E}(\hat{\boldsymbol{n}}) & =\int_{-\infty}^{+\infty} \mathrm{d} u \lim _{r \rightarrow \infty} r^{2} T_{u u}\left(u, r, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right), \\
\mathcal{K}(\hat{\boldsymbol{n}}) & =\int_{-\infty}^{+\infty} \mathrm{d} u u \lim _{r \rightarrow \infty} r^{2} T_{u u}\left(u, r, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right), \\
\mathcal{N}_{z}(\hat{\boldsymbol{n}}) & =\int_{-\infty}^{+\infty} \mathrm{d} u \lim _{r \rightarrow \infty} r^{2} T_{u z}\left(u, r, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right), \\
\mathcal{N}_{\bar{z}}(\hat{\boldsymbol{n}}) & =\int_{-\infty}^{+\infty} \mathrm{d} u \lim _{r \rightarrow \infty} r^{2} T_{u \bar{z}}\left(u, r, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) . \tag{3.15}
\end{align*}
$$

We will collectively denote these operators by $L(\hat{\boldsymbol{n}})=\left\{\mathcal{E}(\hat{\boldsymbol{n}}), \mathcal{K}(\hat{\boldsymbol{n}}), \mathcal{N}_{z}(\hat{\boldsymbol{n}}), \mathcal{N}_{\bar{z}}(\hat{\boldsymbol{n}})\right\}$.
This family of light-ray operators can be understood as surface densities ${ }^{1}$ for the corresponding conserved charges of the future null boundary of Minkowski spacetime. To see this, consider an affine transformation of the null surface generator [202]

$$
\begin{equation*}
\delta u=A+B u, \tag{3.16}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. Since $\lim _{r \rightarrow \infty} r^{2} T_{u u}(u, r, z, \bar{z})$ corresponds to the generator of null diffeomorphisms, we can integrate it to obtain either the generator of null translation $\delta u=A$

$$
\begin{equation*}
\frac{1}{2} \int_{-\infty}^{+\infty} \mathrm{d} u \int \mathrm{~d}^{2} z \lim _{r \rightarrow \infty} r^{2} T_{u u}(u, r, z, \bar{z}) \tag{3.17}
\end{equation*}
$$

or of dilatations $\delta u=B u$

$$
\begin{equation*}
\frac{1}{2} \int_{-\infty}^{+\infty} \mathrm{d} u \int \mathrm{~d}^{2} z u \lim _{r \rightarrow \infty} r^{2} T_{u u}(u, r, z, \bar{z}) \tag{3.18}
\end{equation*}
$$

which is an equivalent definition of $\int \mathrm{d}^{2} z \mathcal{K}(z, \bar{z})$. The latter is called "boost mass" $M_{\text {boost }}$ in the literature and it is usually defined for null-like horizons ${ }^{2}$ using the

[^7]boost Killing vector of a causal wedge in Minkowski spacetime [202-204]. From an entanglement entropy perspective in conformal field theory, it was found that the modular hamiltonian for spacetime regions which have a future null-like horizon has a natural local expression [205] in terms of $\mathcal{E}(\hat{\boldsymbol{n}})$ and $\mathcal{K}(\hat{\boldsymbol{n}})$.

It is interesting to discuss the boost mass, associated to an asymptotic boost symmetry, from a physical perspective [206]. While for empty Minkowski spacetime the boost mass is exactly zero, for more general non-asymptotically flat spacetimes it might be relevant for a proper formulation of the first law of black hole thermodynamics. In particular, it turns out that while the ADM mass $M_{\text {ADM }}$ measures the total "monopole" distribution of the matter in the spacetime, the boost mass $M_{\text {boost }}$ measures the total "dipole" moment of the mass distribution at infinity [206]. Since we are only considering QFTs on a flat Minkowski background, we will not delve deeper into this topic. However, as we will see we will find the monopole versus dipole distinction relevant for understanding the action of $\mathcal{K}(\hat{\boldsymbol{n}})$ on on-shell states from our detector perspective. From now on, we will call $\mathcal{K}(\hat{\boldsymbol{n}})$ the boost energy (surface) density. In the same spirit, the ANEC at infinity can be called null energy (surface) density.

Following a similar line of reasoning one finds that $\mathcal{N}_{z}(\hat{\boldsymbol{n}})$ and $\mathcal{N}_{\bar{z}}(\hat{\boldsymbol{n}})$ are associated to the local vector fields $\partial_{z}$ and $\partial_{\bar{z}}$, i.e. with the angular momentum flux charge

$$
\begin{equation*}
\frac{1}{2} \int_{-\infty}^{+\infty} \mathrm{d} u \int \mathrm{~d}^{2} z \lim _{r \rightarrow \infty} r^{2} T_{u z}(u, r, z, \bar{z}), \quad \frac{1}{2} \int_{-\infty}^{+\infty} \mathrm{d} u \int \mathrm{~d}^{2} z \lim _{r \rightarrow \infty} r^{2} T_{u \bar{z}}(u, r, z, \bar{z}) . \tag{3.20}
\end{equation*}
$$

Therefore $\mathcal{N}_{z}(\hat{\boldsymbol{n}})$ and $\mathcal{N}_{\bar{z}}(\hat{\boldsymbol{n}})$ can be thought as angular momentum flux (surface) densities. More generally, this family of non-local light-ray operators appear naturally in Einstein equations solved near null infinity and in particular in (BMS and Poincaré) balance flux laws [207], where they represent the radiative contribution to the fluxes.

Here we interpret physically the insertion of our light-ray operators as an insertion of a physical detector on the boundary of Minkowski spacetime. We will be interested in how these operators act on on-shell states and we will then compute their expectation values in perturbation theory, as in the standard event shapes literature.

### 3.3 The Spin-0 light-ray operators

Here, we consider a theory of self-interacting massless scalars with a potential $Q(\phi)$ that is polynomial in the fields and without derivative interactions. We derive explicit expressions for our family of light-ray operators in terms of the scalar creation and annihilation operators.

The Hilbert stress tensor $T_{\mu \nu}^{\text {matter }}=-\frac{2}{\sqrt{|g|}} \frac{\delta S^{\text {matter }}}{\delta g^{\mu \nu}}$ for our theory of scalars is simply

$$
\begin{equation*}
T_{\mu \nu}^{\text {scalar }}=\left(\partial_{\mu} \phi\right)\left(\partial_{\nu} \phi\right)-\eta_{\mu \nu}\left(\frac{1}{2} \partial_{\alpha} \phi \partial^{\alpha} \phi-Q(\phi)\right) . \tag{3.21}
\end{equation*}
$$

The scalar stress tensor components which are relevant for the light-ray operators are ${ }^{3}$

$$
\begin{equation*}
T_{u u}^{\text {scalar }}(x)=\left(\partial_{u} \phi\right)\left(\partial_{u} \phi\right), \quad T_{u z}^{\text {scalar }}(x)=\left(\partial_{u} \phi\right)\left(\partial_{z} \phi\right), \quad T_{u \bar{z}}^{\text {scalar }}(x)=\left(\partial_{u} \phi\right)\left(\partial_{\bar{z}} \phi\right) . \tag{3.22}
\end{equation*}
$$

[^8]The next step is to substitute the leading term in the large $r$ expansion of the scalar field into the expressions above. However, to do this, we need to impose some boundary conditions on the field.

Since we require the energy flux across $\mathcal{I}^{+}$to be finite, we impose the following falloff condition for the scalar field ${ }^{4}$

$$
\begin{equation*}
\phi(u, r, z, \bar{z})=\frac{\phi^{(0)}(u, z, \bar{z})}{r}+\mathcal{O}\left(\frac{1}{r}\right), \quad \lim _{u \rightarrow \pm \infty} \phi^{(0)}(u, z, \bar{z})=0 \tag{3.23}
\end{equation*}
$$

Far away from interactions we can safely use the free field mode expansion

$$
\begin{equation*}
\phi(x)=\int \mathrm{d} \Phi(p)\left[a(p) e^{-i p \cdot x}+a^{\dagger}(p) e^{i p \cdot x}\right] \tag{3.24}
\end{equation*}
$$

and evaluate the field with the large $r$ saddle-point estimate. Physically, $r$ is the distance from the detector to the region where the interaction is localized and it should be much larger than the inverse of the smallest momentum scale that appears in the S-matrix [201]. Note that in our coordinate conventions the canonical commutators read

$$
\begin{equation*}
\left[a(p), a^{\dagger}(q)\right]=\frac{4(2 \pi)^{3}}{\omega_{p}} \delta\left(\omega_{p}-\omega_{q}\right) \delta^{2}\left(z_{\hat{\boldsymbol{p}}}-z_{\hat{\boldsymbol{q}}}\right) \tag{3.25}
\end{equation*}
$$

The large $r$ limit of such a Fourier integral is controlled by the exponents of the exponentials

$$
\begin{equation*}
f(z, w):=i p \cdot x=i \frac{\omega_{p} u}{2}+i \frac{\omega_{p} r}{2}|z-w|^{2} \tag{3.26}
\end{equation*}
$$

where we use

$$
\begin{align*}
& x^{\mu}=\frac{r}{2}\left(1+z \bar{z}+\frac{u}{r}, z+\bar{z},-i(z-\bar{z}), 1-z \bar{z}-\frac{u}{r}\right) \\
& p^{\mu}=\frac{\omega_{p}}{2}(1+w \bar{w}, w+\bar{w},-i(w-\bar{w}), 1-w \bar{w}) \tag{3.27}
\end{align*}
$$

as our parametrization for the coordinates and on-shell momentum [208, 209]. The only saddle point is at $(z, \bar{z})=(w, \bar{w})$. Making the following change of variables $\left(y_{1}, y_{2}\right)=\left(\frac{1}{2}(z+\bar{z}),-\frac{i}{2}(z-\bar{z})\right)$ brings the exponentials into Gaussian form, which integrates to

$$
\begin{equation*}
\frac{1}{2} \int \mathrm{~d}^{2} z e^{-i \frac{\omega_{p} r}{2}(z-w)(\bar{z}-\bar{w})}=\int \mathrm{d} y_{1} \mathrm{~d} y_{2} e^{-i \frac{\omega_{p} r}{2}\left(y_{1}^{2}+y_{2}^{2}\right)}=\frac{(2 \pi)(-i)}{r \omega} \tag{3.28}
\end{equation*}
$$

Substituting into the mode expansion for $\phi(x)$ yields the leading term in the large $r$ limit

$$
\begin{equation*}
\phi^{(0)}(u, \hat{\boldsymbol{n}})=\frac{i}{\left(8 \pi^{2}\right)} \int_{0}^{+\infty} \mathrm{d} \omega\left[a^{\dagger}\left(\omega, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) e^{i \frac{\omega u}{2}}-a\left(\omega, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) e^{-i \frac{\omega u}{2}}\right] \tag{3.29}
\end{equation*}
$$

[^9]When derivatives in $z$ (or $\bar{z}$ ) acts on field operators expressions, one can write ${ }^{5}$

$$
\begin{equation*}
\partial_{z} \phi^{(0)}(u, \hat{\boldsymbol{n}})=\frac{i}{\left(8 \pi^{2}\right)} \int_{0}^{+\infty} \mathrm{d} \omega_{p}\left[\partial_{z_{\hat{\mathbf{n}}}} a^{\dagger}\left(\omega_{p}, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) e^{i \frac{\omega_{p} u}{2}}-\partial_{z_{\hat{\mathbf{n}}}} a\left(\omega_{p}, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right) e^{-i \frac{\omega_{p} u}{2}}\right] \tag{3.30}
\end{equation*}
$$

for the saddle point estimate of $\partial_{z} \phi^{(0)}$ where the derivative acts on the creation and annihilation operators localized around $(w, \bar{w})=\left(z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right)$.

Inserting the saddle point estimate of $\phi(x)$ into the definition for the scalar ANEC operator at infinity, we find

$$
\begin{equation*}
\mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})=\int \mathrm{d} \Phi(p) \omega_{p}: a^{\dagger}(p) a(p): \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right), \tag{3.31}
\end{equation*}
$$

where we have set to zero all contributions proportional to $\delta\left(\omega_{p_{1}}+\omega_{p_{2}}\right)$ since the only cases that these constraints can be satisfied correspond to $\omega_{p_{1}} \rightarrow 0^{ \pm}$and $\omega_{p_{2}} \rightarrow 0^{\mp}$, which are unphysical. The action of $\mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})$ on an on-shell state $|X\rangle=\left|p_{1} \ldots p_{n}\right\rangle$ gives

$$
\begin{equation*}
\mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})|X\rangle=\sum_{i=1}^{n}\left(\omega_{i}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}_{i}}\right)|X\rangle, \tag{3.32}
\end{equation*}
$$

which is natural for an observer located at spatial infinity who is measuring the energy flux along the retarded time $u$ in flat null coordinates. Note that on-shell scattering states are eigenstates of the ANEC operator in the detector limit whose eigenvalues are weight functions similar to eq. (3.7).

Inserting eq. (3.29) into the definition of the boost energy density flux $\mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})$ yields

$$
\begin{align*}
& \mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})=\int_{-\infty}^{+\infty} \mathrm{d} u(u) \lim _{r \rightarrow \infty} r^{2} \prod_{i=1}^{2}\left[\int_{0}^{+\infty} \mathrm{d} \omega_{p_{i}} \frac{\omega_{p_{i}}}{2\left(8 \pi^{2}\right) r}\right] \\
& \times:\left[a^{\dagger}\left(\omega_{p_{1}} \hat{\boldsymbol{n}}\right) a\left(\omega_{p_{2}} \hat{\boldsymbol{n}}\right) e^{-i \frac{\left(\omega_{p_{2}}-\omega_{p_{1}}\right)}{2} u}+a\left(\omega_{p_{1}} \hat{\boldsymbol{n}}\right) a\left(\omega_{p_{2}} \hat{\boldsymbol{n}}\right) e^{-i \frac{\left(\omega_{p_{1}}+\omega_{p_{2}}\right)}{2} u}+\text { h.c. }\right]: \tag{3.33}
\end{align*}
$$

It is convenient to change variables

$$
\begin{equation*}
\omega_{-}:=\frac{\omega_{p_{1}}-\omega_{p_{2}}}{2} \quad \omega_{+}:=\frac{\omega_{p_{1}}+\omega_{p_{2}}}{2}, \tag{3.34}
\end{equation*}
$$

where $\omega_{+} \in\left[\max \left\{-\omega_{-}, \omega_{-}\right\},+\infty\left[\right.\right.$ and $\left.\omega_{-} \in\right]-\infty,+\infty[$ is a convenient slicing of the integration region in the new variables. ${ }^{6}$ In the new variables, ${ }^{7}$

$$
\begin{align*}
& \mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})=\frac{(-i)}{8} \int_{-\infty}^{+\infty} \frac{\mathrm{d} \omega_{-}}{(2 \pi)^{3}} \delta^{(1)}\left(\omega_{-}\right) \int_{\max \left\{-\omega_{-}, \omega_{-}\right\}}^{+\infty} \mathrm{d} \omega_{+}\left(\left(\omega_{+}\right)^{2}-\left(\omega_{-}\right)^{2}\right) \\
& \times \times\left[a^{\dagger}\left(\left(\omega_{+}+\omega_{-}\right) \hat{\boldsymbol{n}}\right) a\left(\left(\omega_{+}-\omega_{-}\right) \hat{\boldsymbol{n}}\right)-\text { h.c. }\right]: \tag{3.35}
\end{align*}
$$

[^10]where we have used the following distributional identity (for $n=1$ )
\[

$$
\begin{equation*}
\int \mathrm{d} u(u)^{n} e^{i \omega_{-} u}=(2 \pi)(-i)^{n} \delta^{(n)}\left(\omega_{-}\right) \tag{3.36}
\end{equation*}
$$

\]

The derivative acting on the energy delta function might seem troubling at first sight. To develop more intuition, we study the action of this operator on on-shell states $|X\rangle=\left|p_{1} \ldots p_{n}\right\rangle$ :

$$
\begin{align*}
& \mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})|X\rangle=\frac{(-i)}{4} \int_{-\infty}^{+\infty} \frac{\mathrm{d} \omega_{-}}{(2 \pi)^{3}} \delta^{(1)}\left(\omega_{-}\right) \int_{\max \left\{-\omega_{-}, \omega_{-}\right\}}^{+\infty} \mathrm{d} \omega_{+}\left(\left(\omega_{+}\right)^{2}-\left(\omega_{-}\right)^{2}\right) \\
& \quad \times \sum_{i=1}^{n}(2 \pi)^{3} \frac{4}{\omega_{p_{i}}} \delta\left(\left(\omega_{+}-\omega_{-}\right)-\omega_{p_{i}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}_{i}}\right)|p_{1} \ldots \underbrace{\left(\omega_{+}+\omega_{-}\right) \hat{\boldsymbol{n}}}_{\text {i-th }} \ldots p_{n}\rangle \tag{3.37}
\end{align*}
$$

Then one can solve the $\omega_{+}$integral
$\mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})|X\rangle=2 \sum_{i=1}^{n} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}_{i}}\right) \int_{-\omega_{p_{i}}}^{+\infty} \mathrm{d} \omega\left(-i \delta^{(1)}(\omega)\right)\left(\omega_{p_{i}}+\omega\right)|p_{1} \ldots \underbrace{\left(\omega_{p_{i}}+\omega\right) \hat{\boldsymbol{n}}}_{\text {i-th }} \ldots p_{n}\rangle$,
where we have relabelled $\omega_{-}$as $\omega$. It is also enlightening to compare the simplest matrix elements of $\mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})$ and $\mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})$

$$
\begin{align*}
\langle q| \mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})|p\rangle & =4(2 \pi)^{3} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{q}}}-z_{\hat{\boldsymbol{n}}}\right) \delta\left(\omega_{q}-\omega_{p}\right) \\
\langle q| \mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})|p\rangle & =2 \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \int_{-\omega_{p}}^{+\infty} \mathrm{d} \omega\left(-i \delta^{(1)}(\omega)\right)\left(\omega_{p}+\omega\right)\langle q\rangle\left(\omega_{p}+\omega\right) \hat{\boldsymbol{n}} \\
& =8(2 \pi)^{3} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{q}}}-z_{\hat{\boldsymbol{n}}}\right)\left(-i \delta^{(1)}\left(\omega_{q}-\omega_{p}\right)\right) . \tag{3.39}
\end{align*}
$$

It is well-known that in QFT the single contraction $\langle q \mid p\rangle$ must be interpreted in a distributional sense; in order to properly define such objects one needs to smear them with a well-behaved function (see [210, 211] and references therein). In the S-matrix context, one usually considers outgoing states of the form ${ }^{8}$

$$
\begin{equation*}
\left|\psi_{p, \text { out }}\right\rangle=\int \mathrm{d} \Phi(\tilde{p}) \psi_{p}(\tilde{p})|\tilde{p}\rangle \tag{3.40}
\end{equation*}
$$

where $\psi_{p}(\tilde{p})$ is a suitable real momentum wavefunction localized around $p$. Note that $\left|\psi_{p, \text { out }}\right\rangle \rightarrow|p\rangle$ when $\psi_{p}(\tilde{p}) \rightarrow(2 \pi)^{3}\left(2 E_{p}\right) \delta^{3}(p-\tilde{p})$. More generally, when $\psi_{p}(\tilde{p})$ is sufficiently smooth then eq. (3.39) is well defined

$$
\begin{align*}
\left\langle\psi_{q, \text { out }}\right| \mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})\left|\psi_{p, \text { out }}\right\rangle=4(2 \pi)^{3} \int & \mathrm{~d}
\end{aligned} \begin{aligned}
& \\
& \times(\tilde{p}) \int \mathrm{d} \Phi(\tilde{q}) \psi_{p}(\tilde{p}) \psi_{q}(\tilde{q}) \\
& \times \delta\left(\omega_{\tilde{q}}-\omega_{\tilde{p}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\tilde{\boldsymbol{p}}}}\right) \delta^{2}\left(z_{\hat{\tilde{\boldsymbol{q}}}}-z_{\hat{\boldsymbol{n}}}\right) \\
&\left\langle\psi_{q, \text { out }}\right| \mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})\left|\psi_{p, \text { out }}\right\rangle=8(2 \pi)^{3} \int \mathrm{~d} \Phi(\tilde{p}) \int \mathrm{d} \Phi(\tilde{q}) \psi_{p}(\tilde{p}) \psi_{q}(\tilde{q})  \tag{3.41}\\
& \times\left(-i \delta^{(1)}\left(\omega_{\tilde{q}}-\omega_{\tilde{p}}\right)\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\tilde{\boldsymbol{p}}}}\right) \delta^{2}\left(z_{\tilde{\tilde{\boldsymbol{q}}}}-z_{\hat{\boldsymbol{n}}}\right)
\end{align*}
$$

Looking at eq. (3.41), the interpretation of $\mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})$ is also much more clear: while

[^11]$\delta\left(\omega_{\tilde{q}}-\omega_{\tilde{p}}\right)$ can be considered the limit of a suitable localized function around $\omega_{\tilde{q}}=\omega_{\tilde{p}}$, it turns out that $\delta^{(1)}\left(\omega_{\tilde{q}}-\omega_{\tilde{p}}\right)$ is probing a dipole-like pattern around $\omega_{\tilde{q}}=\omega_{\tilde{p}}$ (see Fig. 3.2a and Fig. 3.2b respectively).

(A) Standard Gaussian shape peaked around $\omega_{\tilde{q}}=\omega_{\tilde{p}}$, which converges to $\delta\left(\omega_{\tilde{q}}-\omega_{\tilde{p}}\right)$ in the limit of zero width.

(в) Dipole profile centered around $\omega_{\tilde{q}}=\omega_{\tilde{p}}$, which converges to $\delta^{(1)}\left(\omega_{\tilde{q}}-\omega_{\tilde{p}}\right)$ in the limit of zero width.

Figure 3.2: Comparison of the expectation values of $\left\langle\psi_{q, \text { out }}\right| \mathcal{E}_{\text {scalar }}(\hat{\boldsymbol{n}})\left|\psi_{p, \text { out }}\right\rangle$ and $\left\langle\psi_{q, \text { out }}\right| \mathcal{K}_{\text {scalar }}(\hat{\boldsymbol{n}})\left|\psi_{p, \text { out }}\right\rangle$ as a function of the energy $\omega$.

The final operator we consider is $\mathcal{N}_{z, \text { scalar }}(\hat{\boldsymbol{n}})$, which after using eq. (3.29) and eq. (3.30) is

$$
\begin{align*}
& \mathcal{N}_{z, \text { scalar }}(\hat{\boldsymbol{n}})=\frac{i}{4(2 \pi)^{3}} \int \mathrm{~d} \omega_{p} \omega_{p}:\left[a^{\dagger}\left(\omega_{p}, z_{\hat{\mathbf{n}}}, \bar{z}_{\hat{\mathbf{n}}}\right) \partial_{z_{\hat{\mathbf{n}}}} a\left(\omega_{p}, z_{\hat{\mathbf{n}}}, \bar{z}_{\hat{\mathbf{n}}}\right)\right. \\
&\left.-a\left(\omega_{p}, z_{\hat{\mathbf{n}}}, \bar{z}_{\hat{\mathbf{n}}}\right) \partial_{z_{\hat{\mathbf{n}}}} a^{\dagger}\left(\omega_{p}, z_{\hat{\mathbf{n}}}, \bar{z}_{\hat{\mathbf{n}}}\right)\right]: \tag{3.42}
\end{align*}
$$

More compactly,

$$
\begin{equation*}
\mathcal{N}_{z, \text { scalar }}(\hat{\mathbf{n}})=i \int \mathrm{~d} \Phi(p) \delta^{2}\left(z_{\hat{\mathbf{n}}}-z_{\hat{\mathbf{p}}}\right):\left[a^{\dagger}\left(\omega_{p} \hat{\mathbf{n}}\right) \stackrel{\leftrightarrow}{\partial}_{z_{\hat{\mathbf{n}}}} a\left(\omega_{p} \hat{\mathbf{n}}\right)\right]: \tag{3.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{i}{2} \partial_{z}=L_{u z}=\frac{i}{r}\left(\partial_{u} x^{\mu}\right)\left(\partial_{z} x^{\nu}\right)\left[p_{\mu} \frac{\partial}{\partial p^{\nu}}-p_{\nu} \frac{\partial}{\partial p^{\mu}}\right] \tag{3.44}
\end{equation*}
$$

is the standard orbital angular momentum operator. A similar analysis can be repeated for the antiholomorphic component by flipping $z \leftrightarrow \bar{z}$.

### 3.4 The Spin-1 light-ray operators

Having found explicit expressions for the light-ray operators for massless scalar theories, we now derive similar results for the light-ray operators for massless spin-1 theories. Using the Hilbert stress tensor $T_{\mu \nu}^{\text {matter }}=-\frac{2}{\sqrt{|g|}} \frac{\delta S^{\text {matter }}}{\delta g^{\mu \nu}}$ for pure gauge theories, one obtains

$$
\begin{equation*}
T_{\text {photon }}^{\mu \nu}=F^{\mu \alpha} F_{\alpha}^{\nu}+\frac{1}{4} \eta^{\mu \nu} F^{\alpha \beta} F_{\alpha \beta} \tag{3.45}
\end{equation*}
$$

for Maxwell $U(1)$ theory where $F_{\mu \nu}:=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ is the $U(1)$ field strength. The generalization to the non-abelian gauge group $S U(N)$ is straightforward

$$
\begin{equation*}
T_{\text {gluon }}^{\mu \nu}=2 \operatorname{Tr}\left(T^{a} T^{b}\right)\left[\left(F^{a}\right)^{\mu \alpha}\left(F^{b}\right)_{\alpha}^{\nu}+\frac{1}{4} \eta^{\mu \nu}\left(F^{a}\right)^{\alpha \beta}\left(F^{b}\right)_{\alpha \beta}\right] \tag{3.46}
\end{equation*}
$$

where $F_{\mu \nu}^{a}:=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c}$ is the $S U(N)$ field strength. Here, the $S U(N)$ generators are chosen to be hermitian $\left[T^{a}, T^{b}\right]=i f^{a b c} T^{c}$ and are normalized according to $\operatorname{Tr}\left(T^{a} T^{b}\right)=\frac{1}{2} \delta^{a b}$.

To discuss the large $r$ limit of the stress-tensor, we need the large $r$ limit of the gauge field, which requires making a gauge choice, as well as, specifying boundary conditions. We will adopt the radiation gauge [212]

$$
\begin{equation*}
A_{u}=0,\left.\quad r^{2} \nabla^{\mu} A_{\mu}^{a}(x)\right|_{\mathcal{I}_{-}}=\left.2\left[r^{2} \partial_{u} A_{r}^{a}-\partial_{z} A_{\bar{z}}^{a}-\partial_{\bar{z}} A_{z}^{a}\right]\right|_{\mathcal{I}^{-}}=0 \tag{3.47}
\end{equation*}
$$

and we require the gauge field components to satisfy the following falloff conditions at infinity

$$
\begin{equation*}
A_{z}(u, r, z, \bar{z})=A_{z}^{(0)}(u, z, \bar{z})+\mathcal{O}\left(\frac{1}{r}\right), \quad A_{r}(u, r, z, \bar{z})=\frac{1}{r^{2}} A_{r}^{(2)}(u, z, \bar{z})+\mathcal{O}\left(\frac{1}{r^{3}}\right) \tag{3.48}
\end{equation*}
$$

which are needed to have a finite energy and angular momentum flux at $\mathcal{I}^{+}$. The stress tensor components relevant for our family of light-ray operators in eq. (3.46) are

$$
\begin{align*}
T_{u u} & =\frac{4}{r^{2}}\left(\partial_{u} A_{z}^{(0), a}\right)\left(\partial_{u} A_{\bar{z}}^{(0), a}\right),  \tag{3.49}\\
T_{u z} & =\frac{2}{r^{2}}\left(\partial_{u} A_{z}^{(0), a}\right)\left(2 \partial_{[z} A_{\bar{z}]}^{(0), a}+g f^{a b c} A_{z}^{(0), b} A_{\bar{z}}^{(0), c}\right)+\frac{2}{r^{2}}\left(\partial_{u} A_{z}^{(0), a}\right)\left(\partial_{u} A_{r}^{(2), a}\right),  \tag{3.50}\\
T_{u \bar{z}} & =\frac{2}{r^{2}}\left(\partial_{u} A_{\bar{z}}^{(0), a}\right)\left(2 \partial_{[\bar{z}} A_{z]}^{(0), a}+g f^{a b c} A_{\bar{z}}^{(0), b} A_{z}^{(0), c}\right)+\frac{2}{r^{2}}\left(\partial_{u} A_{\bar{z}}^{(0), a}\right)\left(\partial_{u} A_{r}^{(2), a}\right) \tag{3.51}
\end{align*}
$$

up to terms of order $\mathcal{O}\left(1 / r^{3}\right)$.
We assume that we can work perturbatively with energies above the confinement scale $\Lambda>0$ and can formally talk about asymptotic gluon states. We use the following parametrization and projection of the polarization vectors

$$
\begin{align*}
\varepsilon^{+, \mu}(q) & =\frac{1}{\sqrt{2}}\left(\bar{z}_{q}, 1,-i,-\bar{z}_{q}\right), & \varepsilon^{-, \mu}(q)=\frac{1}{\sqrt{2}}\left(z_{q}, 1, i,-z_{q}\right) \\
\left(\partial_{z} x^{\mu}\right) \varepsilon_{\mu}^{+}(q) & =0=\left(\partial_{\bar{z}} x^{\mu}\right) \varepsilon_{\mu}^{-}(q), & \left(\partial_{z} x^{\mu}\right) \varepsilon_{\mu}^{-}(q)=-\frac{r}{\sqrt{2}}=\left(\partial_{\bar{z}} x^{\mu}\right) \varepsilon_{\mu}^{+}(q) \tag{3.52}
\end{align*}
$$

and the canonical commutation relations

$$
\begin{equation*}
\left[a_{\sigma}(p), a_{\sigma^{\prime}}^{\dagger}(q)\right]=\frac{4(2 \pi)^{3}}{\omega_{p}} \delta_{\sigma \sigma^{\prime}} \delta\left(\omega_{p}-\omega_{q}\right) \delta^{2}\left(z_{\hat{\boldsymbol{p}}}-z_{\hat{\boldsymbol{q}}}\right) \tag{3.53}
\end{equation*}
$$

Starting with the gluon-ANEC operator at null infinity, we find

$$
\begin{equation*}
\mathcal{E}_{\text {gluon }}(\hat{\boldsymbol{n}})=\int \mathrm{d} \Phi(p) \omega_{p} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 1}:\left[a_{\sigma}^{\dagger, a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}^{a}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]: \tag{3.54}
\end{equation*}
$$

where the saddle point estimates for $A_{z}^{(0), a}$ and $A_{\bar{z}}^{(0), a}$ are

$$
\begin{align*}
& A_{z}^{(0), a}(u, \hat{\boldsymbol{n}})=\frac{-i}{\left(8 \sqrt{2} \pi^{2}\right)} \int_{0}^{+\infty} \mathrm{d} \omega_{p}\left[a_{-}^{\dagger, a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) e^{i \frac{\omega_{p} u}{2}}-a_{+}^{a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) e^{-i \frac{\omega_{p} u}{2}}\right],  \tag{3.55}\\
& A_{\bar{z}}^{(0), a}(u, \hat{\boldsymbol{n}})=\frac{-i}{\left(8 \sqrt{2} \pi^{2}\right)} \int_{0}^{+\infty} \mathrm{d} \omega_{p}\left[a_{+}^{\dagger, a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) e^{i \frac{\omega_{p} u}{2}}-a_{-}^{a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) e^{-i \frac{\omega_{p} u}{2}}\right] . \tag{3.56}
\end{align*}
$$

Analogous to the scalar case, on-shell gluon states $|X\rangle=\left|p_{1}^{\sigma_{1}}, \ldots, p_{n}^{\sigma_{n}}\right\rangle$ are eigenstates of the gluon-ANEC at infinity

$$
\begin{equation*}
\mathcal{E}_{\text {gluon }}(\hat{\boldsymbol{n}})|X\rangle=\sum_{i=1}^{n}\left(\omega_{i}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}_{i}}\right)|X\rangle \tag{3.57}
\end{equation*}
$$

The gluon boost energy density operator $\mathcal{K}_{\text {gluon }}(\hat{\boldsymbol{n}})$ follows straightforwardly

$$
\begin{align*}
& \mathcal{K}_{\text {gluon }}(\hat{\boldsymbol{n}})=\frac{(-i)}{4} \int_{-\infty}^{+\infty} \frac{\mathrm{d} \omega_{-}}{(2 \pi)^{3}} \delta^{(1)}\left(\omega_{-}\right) \int_{\max \left\{-\omega_{-}, \omega_{-}\right\}}^{+\infty} \mathrm{d} \omega_{+}\left(\left(\omega_{+}\right)^{2}-\left(\omega_{-}\right)^{2}\right) \\
& \times \sum_{\sigma= \pm 1}:\left[a_{\sigma}^{a, \dagger}\left(\left(\omega_{+}+\omega_{-}\right) \hat{\boldsymbol{n}}\right) a_{\sigma}^{a}\left(\left(\omega_{+}-\omega_{-}\right) \hat{\boldsymbol{n}}\right)\right]: \tag{3.58}
\end{align*}
$$

These operators are especially simple; the only fundamental difference between $\left\{\mathcal{E}_{\text {gluon }}, \mathcal{K}_{\text {gluon }}\right\}$ and $\left\{\mathcal{E}_{\text {scalar }}, \mathcal{K}_{\text {scalar }}\right\}$ is the sum over helicities.

On the other hand, the spin- 1 angular momentum flux operators are complicated by boundary terms, which come from integrating by parts in $u$. Explicitly,

$$
\begin{align*}
& \int \mathrm{d} u_{r \rightarrow+\infty} \lim _{r \rightarrow+} r^{2} T_{u z} \\
& \quad=\int \mathrm{d} u\left\{4\left(\partial_{u} A_{z}^{(0), a}\right)\left(\partial_{z} A_{\bar{z}}^{(0), a}\right)\right\}-\left.2 A_{z}^{(0), a}\left(-\partial_{u} A_{r}^{(2), a}+\partial_{z} A_{\bar{z}}^{(0), a}+\partial_{\bar{z}} A_{z}^{(0), a}\right)\right|_{\mathcal{I}_{+}^{+}}, \\
& \int \mathrm{d} u \lim _{r \rightarrow+\infty} r^{2} T_{u \bar{z}} \\
& \quad=\int \mathrm{d} u\left\{4\left(\partial_{u} A_{\bar{z}}^{(0), a}\right)\left(\partial_{\bar{z}} A_{z}^{(0), a}\right)\right\}-\left.2 A_{\bar{z}}^{(0), a}\left(-\partial_{u} A_{r}^{(2), a}+\partial_{z} A_{\bar{z}}^{(0), a}+\partial_{\bar{z}} A_{z}^{(0), a}\right)\right|_{\mathcal{I}_{+}^{+}}, \tag{3.59}
\end{align*}
$$

where we have used the leading $u$-equation of motion

$$
\begin{align*}
& r^{2} \mathcal{D}_{\mu} F^{\mu}{ }_{u} \\
& \quad=2 \partial_{u}\left[-\partial_{u} A_{r}^{(2), a}+\partial_{z} A_{\bar{z}}^{(0), a}+\partial_{\bar{z}} A_{z}^{(0), a}\right]+2 g f^{a b c}\left[A_{z}^{(0), b} \partial_{u} A_{\bar{z}}^{(0), c}+A_{\bar{z}}^{(0), b} \partial_{u} A_{z}^{(0), c}\right]=0 . \tag{3.60}
\end{align*}
$$

It is worth remarking that the non-abelian contribution appears through the boundary term in eq. (3.59); this is similar to the case when the light-sheet is placed in the bulk as shown in appendix C. For the first contribution to the angular momentum flux
density, we use the identity

$$
\begin{align*}
4\left(\partial_{u} A_{z}^{(0), a}\right) & \left(\partial_{z} A_{\bar{z}}^{(0), a}\right) \\
& =2\left(\partial_{u} A_{z}^{(0), a}\right)\left(\partial_{z} A_{\bar{z}}^{(0), a}\right)-2\left(\partial_{z} \partial_{u} A_{z}^{(0), a}\right) A_{\bar{z}}^{(0), a}+2 \partial_{z}\left[\left(\partial_{u} A_{z}^{(0), a}\right) A_{\bar{z}}^{(0), a}\right] \tag{3.61}
\end{align*}
$$

just to isolate the contribution coming from the total derivative. Regarding the saddle point estimates for $\partial_{z} A_{z}^{(0), a}$ and $\partial_{z} A_{\bar{z}}^{(0), a}$, we have

$$
\begin{align*}
& \partial_{z} A_{z}^{(0), a}(u, \hat{\boldsymbol{n}})=\frac{-1}{\left(4 \sqrt{2} \pi^{2}\right)} \int_{0}^{+\infty} \mathrm{d} \omega_{p}\left\{e^{i \frac{\omega_{p} u}{2}} L_{u z} a_{-}^{\dagger, a}\left(\omega_{p}, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right)-e^{-i \frac{\omega_{p} u}{2}} L_{u z} a_{+}^{a}\left(\omega_{p}, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right)\right\}, \\
& \partial_{z} A_{\bar{z}}^{(0), a}(u, \hat{\boldsymbol{n}})=\frac{-1}{\left(4 \sqrt{2} \pi^{2}\right)} \int_{0}^{+\infty} \mathrm{d} \omega_{p}\left\{e^{i \frac{\omega_{p} u}{2}} L_{u z} a_{+}^{\dagger, a}\left(\omega_{p}, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right)-e^{-i \frac{\omega_{p} u}{2}} L_{u z} a_{-}^{a}\left(\omega_{p}, z_{\hat{\boldsymbol{n}}}, \bar{z}_{\hat{\boldsymbol{n}}}\right)\right\} . \tag{3.62}
\end{align*}
$$

This gives the following representation for the angular momentum flux density

- An orbital angular momentum contribution

$$
\begin{equation*}
\mathcal{N}_{z, \text { gluon }}^{\text {orb }}(\hat{\boldsymbol{n}})=i \int \mathrm{~d} \Phi(p) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 1}:\left[a_{\sigma}^{\dagger, a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) \stackrel{\leftrightarrow}{\partial}_{z_{\hat{\mathbf{n}}}} a_{\sigma}^{a}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]: \tag{3.63}
\end{equation*}
$$

- A spin type contribution

$$
\begin{align*}
\mathcal{N}_{z, \text { gluon }}^{\text {spin }}(\hat{\boldsymbol{n}}) & =-i \int \mathrm{~d} \Phi(p) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 1} \sigma: \partial_{z_{\hat{\boldsymbol{n}}}}\left[a_{\sigma}^{\dagger, a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}^{a}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]: \\
& =i \int \mathrm{~d} \Phi(p) \partial_{z_{\hat{\boldsymbol{n}}}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 1} \sigma:\left[a_{\sigma}^{\dagger, a}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}^{a}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]: \tag{3.64}
\end{align*}
$$

This piece is expected from the spin structure of the point particle stress tensor [213]. Indeed the covariant spin matrix reads [214] (with $\sigma$ helicity)

$$
S_{\mu \nu}=\frac{\sigma}{p^{0}}\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{3.65}\\
0 & 0 & p^{3} & -p^{2} \\
0 & -p^{3} & 0 & p^{1} \\
0 & p^{2} & -p^{1} & 0
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & \frac{\sigma(1-z \bar{z})}{1+z \bar{z}} & \frac{i \sigma(z-\bar{z})}{1+z \bar{z}} \\
0 & -\frac{\sigma(1-z \bar{z})}{1+z \bar{z}} & 0 & \frac{\sigma(z+\bar{z})}{1+z \bar{z}} \\
0 & -\frac{i \sigma(z-\bar{z})}{1+z \bar{z}} & -\frac{\sigma(z+\bar{z})}{1+z \bar{z}} & 0
\end{array}\right)
$$

and the component $S_{z \bar{z}}=\frac{1}{r^{2}}\left(\partial_{z} x^{\mu}\right)\left(\partial_{\bar{z}} x^{\nu}\right) S_{\mu \nu}=i \frac{\sigma}{2}$ enters in the total hard angular momentum operator as showed in appendix A of [215].

Please note that the splitting of angular momentum into an orbital and spin part is not gauge invariant, and it is done here only for convenience in analyzing different terms. The boundary terms in eq. (3.59) are associated with soft contributions. ${ }^{9}$ Using the equations of motion, we can write

$$
\begin{equation*}
-\left.2\left(-\partial_{u} A_{r}^{(2)}+\partial_{z} A_{\bar{z}}^{(0)}+\partial_{\bar{z}} A_{z}^{(0)}\right)\right|_{\mathcal{I}_{+}^{+}}=2 \int_{-\infty}^{+\infty} \mathrm{d} u\left[A_{z}^{(0)}, \stackrel{\leftrightarrow}{\partial}_{u} A_{\bar{z}}^{(0)}\right] \tag{3.66}
\end{equation*}
$$

[^12]This makes it clear that for pure Maxwell theory (which is conformal) this term vanishes identically. Using the saddle point we obtain

$$
\begin{align*}
-2\left(-\partial_{u} A_{r}^{(2), a}+\right. & \left.\partial_{z} A_{\bar{z}}^{(0), a}+\partial_{\bar{z}} A_{z}^{(0), a}\right)\left.\right|_{\mathcal{I}_{+}^{+}} \\
& =-2 i g f^{a b c} \int \mathrm{~d} \Phi p \sum_{\sigma= \pm 1}\left[a_{\sigma}^{\dagger, b}(p) a_{\sigma}^{c}(p)\right] \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \tag{3.67}
\end{align*}
$$

where in the last line we recognize the gluon number density operator

$$
\begin{equation*}
\rho_{\text {gluon }}^{a}(p):=-i f^{a b c} \sum_{\sigma= \pm 1}\left[a_{\sigma}^{\dagger, b}(p) a_{\sigma}^{c}(p)\right] \tag{3.68}
\end{equation*}
$$

which contributes to the hard part of the non-abelian (large gauge) charge [1, 209]. Defining the boundary value of the field [209, 212]

$$
\begin{equation*}
C_{z}^{a}(z, \bar{z}):=A_{z}^{a}(u=+\infty, z, \bar{z}) \quad C_{\bar{z}}^{a}(z, \bar{z}):=A_{\bar{z}}^{a}(u=+\infty, z, \bar{z}) \tag{3.69}
\end{equation*}
$$

the total boundary contribution to the angular momentum flux becomes

$$
\begin{align*}
-2 A_{z}^{(0), a}\left(-\partial_{u} A_{r}^{(2), a}+\right. & \left.\partial_{z} A_{\bar{z}}^{(0), a}+\partial_{\bar{z}} A_{z}^{(0), a}\right)\left.\right|_{\mathcal{I}_{+}^{+}} \\
& =2 g C_{z}^{a}(z, \bar{z}) \int \mathrm{d} \Phi p \rho_{\text {gluon }}^{a}(p) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \tag{3.70}
\end{align*}
$$

This contribution is soft, since it contains the soft mode $C_{z}^{a}(z, \bar{z}) .{ }^{10}$ It is also contains the hard gluon charge, which might seem strange at first. We can gain some insight by turning on a matter source $j^{\mu}$, which modifies the $u$-equation of motion and therefore the final density of angular momentum flux

$$
\begin{align*}
& \int \mathrm{d} u \lim _{r \rightarrow+\infty} r^{2} T_{u z}=\int \mathrm{d} u\left\{4\left(\partial_{u} A_{z}^{(0), a}\right)\left(\partial_{z} A_{\bar{z}}^{(0), a}\right)\right\}+\int \mathrm{d} u A_{z}^{(0), a} j_{u}^{a,(2)}+C_{z}^{a} q_{H}^{a}, \\
& \int \mathrm{~d} u \lim _{r \rightarrow+\infty} r^{2} T_{u \bar{z}}=\int \mathrm{d} u\left\{4\left(\partial_{u} A_{\bar{z}}^{(0), a}\right)\left(\partial_{\bar{z}} A_{z}^{(0), a}\right)\right\}+\int \mathrm{d} u A_{\bar{z}}^{(0), a} j_{u}^{a,(2)}+C_{\bar{z}}^{a} q_{H}^{a}, \tag{3.71}
\end{align*}
$$

where

$$
\begin{equation*}
q_{H}(z, \bar{z}):=\int_{-\infty}^{+\infty} \mathrm{d} u\left[2\left[A_{z}^{(0)}, \stackrel{\leftrightarrow}{\partial}_{u} A_{\bar{z}}^{(0)}\right]+j_{u}^{(2)}\right] \tag{3.72}
\end{equation*}
$$

is the density of the hard color charge. These terms were first found by Ashtekar et al. [216, 217] in the abelian spin 1 case (coupled with a matter distribution) and they are related to mixing of the so-called radiative modes (i.e. our $A_{z}^{(0), a}$ and $A_{\bar{z}}^{(0), a}$ ) and of coulombic modes (i.e. the hard charge distribution, potential modes). A similar expression holds for $\mathcal{N}_{\bar{z}, \text { gluon }}(\hat{\boldsymbol{n}})$ which can be obtained by exchanging $z \leftrightarrow \bar{z}$ and flipping all helicity terms $(+) \leftrightarrow(-)$.

[^13]
### 3.5 The Spin-2 light-ray operators

It is well-known that the equivalence principle prevents a universal definition of a stress tensor for the gravitational field. One can try to define various nontensorial objects called "pseudotensors" which when linearized transform as Lorentz tensors. However, all such definitions are not gauge invariant (a notable example is the Landau-Lifshitz pseudotensor [218]). In this work, we will only consider linearized gravity, i.e. we split the metric tensor as $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$ and assume $\left|h_{\mu \nu}(x)\right| \ll 1$. In the physically relevant situation of gravitational waves propagating in an asymptotically flat region, a suitable notion of a gauge-invariant stress tensor for long-wavelength modes can be defined using the so-called Isaacson averaging procedure [198, 199]. In our conventions, the effective stress tensor for gravitational waves is [219]

$$
\begin{equation*}
T_{\mu \nu}^{\mathrm{eff}, \mathrm{GW}}=\frac{\kappa^{2}}{32 \pi G}\left\langle\partial_{\mu} h^{\alpha \beta} \partial_{\nu} h_{\alpha \beta}\right\rangle, \tag{3.73}
\end{equation*}
$$

where $\langle\cdot\rangle$ stands for the average over short-wavelength graviton modes. ${ }^{11}$ It is possible to extend the Isaacson construction of an effective gravitational wave stress tensor to general classical theories of gravity [220]: for example, the leading order contribution at infinity is proportional to the Ricci mode for $f(R)$ theories [221], conversely the spectrum is unchanged for most higher derivative theories of gravity since higher derivative terms usually drop off [220]. It is worth stressing that this stress-tensor is defined canonically a la' Noether, and therefore it represents only the physical energy and the momentum flux gravitational wave contribution whereas the angular momentum requires a different analysis.

Asymptotically flat geometries have the following large $r$ asymptotic expansion near $\mathcal{I}^{+}$in the Bondi gauge [222, 223]

$$
\begin{align*}
d s^{2} & =d v^{2}+2 d v d r-2 r^{2} \gamma_{\zeta \bar{\zeta}} d \zeta d \bar{\zeta} \\
& -\frac{2 m_{B}}{r} d v^{2}-r C_{\zeta \zeta} C^{2}-r C_{\bar{\zeta} \zeta} d \bar{\zeta}^{2}-D^{\zeta} C_{\zeta \zeta} d v d \zeta-D^{\bar{\zeta}} C_{\bar{\zeta} \bar{\zeta}} d v d \bar{\zeta} \\
& -\frac{1}{r}\left[\frac{4}{3} N_{\zeta}-\frac{1}{4} \partial_{\zeta}\left(C_{\zeta \zeta} C^{\zeta \zeta}\right)\right] d v d \zeta-\frac{1}{r}\left[\frac{4}{3} N_{\bar{\zeta}}-\frac{1}{4} \partial_{\bar{\zeta}}\left(C_{\bar{\zeta} \bar{\zeta}} C^{\bar{\zeta} \bar{\zeta}}\right)\right] d v d \bar{\zeta}+\ldots \tag{3.74}
\end{align*}
$$

where the leading contribution comes from Minkowski spacetime, and subleading contributions encode deviations from the flat background. The system of coordinates as

$$
\begin{equation*}
x^{\mu}=\left(v+r, r \frac{\zeta+\bar{\zeta}}{(1+\zeta \bar{\zeta})},-i r \frac{\zeta-\bar{\zeta}}{(1+\zeta \bar{\zeta})}, r \frac{1-\zeta \bar{\zeta}}{(1+\zeta \bar{\zeta})}\right) \tag{3.75}
\end{equation*}
$$

where $v=t-r$ is the retarded time. In this formulation $m_{B}(v, \zeta, \bar{\zeta})$ is the Bondi mass aspect, $C_{\alpha \beta}(v, \zeta, \bar{\zeta})$ is the shear tensor and $\left(N_{\zeta}(v, \zeta, \bar{\zeta}), N_{\bar{\zeta}}(v, \zeta, \bar{\zeta})\right)$ is the Bondi angular momentum aspect. Here we use the conventions of Pasterski-StromingerZhiboedov [215], which differs from Barnich-Troessaert [224], Hawking-Perry-Strominger [225] or Flanagan-Nichols [226]. Since different conventions change the definition of the light-ray operators, this is of particular relevance here. ${ }^{12}$

Spaces that admit expansions of the form in eq. (3.74) are called ChristodoulouKlainerman (CK) spaces in the literature [228, 229]. Physically, the shear tensor encodes gravitational radiation analogously to Maxwell field strength ${ }^{13} F_{v \zeta}=\partial_{v} A_{\zeta}$.

[^14]The Bondi news is defined to be [228]

$$
\begin{equation*}
N_{\zeta \zeta}(v, \zeta, \bar{\zeta})=\partial_{v} C_{\zeta \zeta}(v, \zeta, \bar{\zeta}) \tag{3.76}
\end{equation*}
$$

In these coordinates,

$$
\begin{equation*}
C_{\zeta \zeta}(v, \zeta, \bar{\zeta})=-\kappa \lim _{r \rightarrow \infty} \frac{1}{r} h_{\zeta \zeta}(r, v, \zeta, \bar{\zeta}), \tag{3.77}
\end{equation*}
$$

where $\kappa=\sqrt{32 \pi G}$ [230]. The time-time component of the Einstein equations for eq. (3.74) gives the Bondi mass loss formula

$$
\begin{equation*}
\partial_{v} m_{B}=\frac{1}{4}\left[D_{\zeta}^{2} N^{\zeta \zeta}+D_{\bar{\zeta}}^{2} N^{\bar{\zeta} \bar{\zeta}}-N_{\zeta \zeta} N^{\zeta \zeta}\right]-4 \pi G \lim _{r \rightarrow \infty} r^{2} T_{v v}^{\text {matter }} \tag{3.78}
\end{equation*}
$$

For CK spaces, the asymptotics of the Weyl curvature component $\Psi_{2}^{0}$ implies the following conditions [228]

$$
\begin{align*}
& \left.m_{B}(v, \zeta, \bar{\zeta})\right|_{\mathcal{I}_{-}^{+}}=M_{i}^{\mathrm{ADM}}(\zeta, \bar{\zeta}),\left.\quad m_{B}(v, \zeta, \bar{\zeta})\right|_{\mathcal{I}_{+}^{+}}=M_{f}(\zeta, \bar{\zeta}), \\
& \quad C_{\zeta \zeta}=-2 D_{\zeta}^{2} C(\zeta, \bar{\zeta}), \tag{3.79}
\end{align*}
$$

where $C(\zeta, \bar{\zeta})$ labels inequivalent BMS vacua related to each other under action of the supertranslation mode. After integrating over $v$ from $-\infty$ to $+\infty$, we get [230, 231]

$$
\begin{equation*}
\Delta m_{B}=\frac{1}{2} D_{\zeta}^{2} \Delta C^{\zeta \zeta}-4 \pi G \int_{-\infty}^{+\infty} \mathrm{d} v\left\{\frac{1}{16 \pi G} N_{\zeta \zeta} N^{\zeta \zeta}+\lim _{r \rightarrow \infty} r^{2} T_{v v}^{\text {matter }}\right\} \tag{3.80}
\end{equation*}
$$

where $\Delta C^{\zeta \zeta}(\zeta, \bar{\zeta})=C^{\zeta \zeta}(+\infty, \zeta, \bar{\zeta})-C^{\zeta \zeta}(-\infty, \zeta, \bar{\zeta})$ and $\Delta m_{B}=M_{f}(\zeta, \bar{\zeta})$ since $M_{i}^{\mathrm{ADM}}(\zeta, \bar{\zeta})=0$ for flat Minkowski spacetime. Using supertranslation invariance, one can choose a Bondi frame [228] where $C^{\zeta \zeta}(-\infty, \zeta, \bar{\zeta})=0$ but in general the final vacuum will be non-trivial $C^{\zeta \zeta}(+\infty, \zeta, \bar{\zeta}) \neq 0$. Focusing on Bondi news squared term

$$
\begin{equation*}
\frac{1}{16 \pi G} N_{\zeta \zeta} N^{\zeta \zeta}=\frac{\kappa^{2}}{16 \pi G} \lim _{r \rightarrow \infty} \frac{1}{r^{2}}\left(\gamma^{\zeta \bar{\zeta}}\right)^{2}\left(\partial_{v} h_{\zeta \zeta}(x)\right)\left(\partial_{v} h_{\bar{\zeta} \bar{\zeta}}(x)\right), \tag{3.81}
\end{equation*}
$$

we see that it agrees with the (light-cone) time-time component of Isaacson effective gravitational wave stress tensor at infinity $T_{v v}^{\mathrm{efff}, G W}$ in these coordinates (albeit this is defined with the implicit averaging over short wavelength modes). The action of eq. (3.80) on an on-shell $n$-graviton state $|X\rangle=\left|p_{1}^{\sigma_{1}} \ldots p_{n}^{\sigma_{n}}\right\rangle$ is

$$
\begin{equation*}
\tilde{\mathcal{E}}_{\text {Bondi }}(\hat{\boldsymbol{n}})|X\rangle=\int_{-\infty}^{+\infty} \mathrm{d} v \frac{1}{16 \pi G} N_{\zeta \zeta} N^{\zeta \zeta}|X\rangle=\sum_{i=1}^{n}\left(E_{p_{i}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{n}}}-\Omega_{\hat{\boldsymbol{p}}_{i}}\right)|X\rangle, \tag{3.82}
\end{equation*}
$$

where we used the saddle-point estimate for the free field mode expansion for the linearized graviton mode

$$
\begin{equation*}
h_{\mu \nu}(x)=\int \mathrm{d} \Phi(p) \sum_{\sigma= \pm 2}\left[\varepsilon_{\mu \nu}^{\sigma, *}(p) a_{\sigma}(p) e^{-i p \cdot x}+\varepsilon_{\mu \nu}^{\sigma}(p) a_{\sigma}^{\dagger}(p) e^{i p \cdot x}\right] . \tag{3.83}
\end{equation*}
$$

The weight factor of the Bondi news squared term is given by the standard local factor $E_{p}$ in retarded Bondi coordinates, which is expected because here $v=t-r$ is the standard light-cone time.

We can now come back to eq. (3.80) which can be solved in terms of $\Delta C_{\zeta \zeta}$ [231]
$\left.\Delta C_{\zeta \zeta}=\frac{4}{\pi} \int \mathrm{~d}^{2} \zeta^{\prime} \gamma_{\zeta^{\prime} \bar{\zeta}^{\prime}} \bar{\zeta}-\bar{\zeta}^{\prime} \frac{\left(1+\zeta^{\prime} \bar{\zeta}\right)^{2}}{\zeta-\zeta^{\prime}}\left(1+\zeta^{\prime} \bar{\zeta}^{\prime}\right)(1+\zeta \bar{\zeta})^{3}\right)\left(4 \pi G \mathcal{E}_{\text {shear-inclusive }}\left(\zeta^{\prime}, \bar{\zeta}^{\prime}\right)+\Delta M_{B}\left(\zeta^{\prime}, \bar{\zeta}^{\prime}\right)\right)$,
where we have defined a suitable extension of the ANEC operator to a shear-inclusive ANEC at infinity which includes both matter and gravity contributions
$\tilde{\mathcal{E}}_{\text {shear-inclusive }}(\hat{\boldsymbol{n}}):=\int_{-\infty}^{+\infty} \mathrm{d} v\left\{\frac{1}{16 \pi G}\left(N_{\zeta \zeta}(v, \boldsymbol{n})\right)\left(\gamma^{\zeta \bar{\zeta}}\right)^{2}\left(N_{\bar{\zeta} \bar{\zeta}}(v, \boldsymbol{n})\right)+\lim _{r \rightarrow \infty} r^{2} T_{v v}^{\operatorname{matter}}(r, v, \boldsymbol{n})\right\}$,
whose action on an on-shell $n$-particle state of different massless species $\prod_{\alpha \in \text { species }}\left|X_{\alpha}\right\rangle$ is

$$
\begin{equation*}
\tilde{\mathcal{E}}_{\text {shear-inclusive }}(\hat{\boldsymbol{n}}) \prod_{\alpha \in \text { species }}\left|X_{\alpha}\right\rangle=\sum_{i=1}^{n} E_{i} \delta^{2}\left(\Omega_{\hat{\boldsymbol{n}}}-\Omega_{\hat{p}_{i}}\right) \prod_{\alpha \in \text { species }}\left|X_{\alpha}\right\rangle . \tag{3.86}
\end{equation*}
$$

As we will prove in section 4.4, expectation values of this operator will be positivedefinite for a scattering process where we treat (perturbative) gravity as an EFT, similarly to what happens in the massless spin 0 and spin 1 case. Originally, the shear-inclusive ANEC operator was defined for complete achronal null geodesics (also called null lines) to cure the violations of the averaged null energy condition appearing for linearized graviton perturbations, see the appendix B for more details.

At the quantum level we can promote both sides of eq. (3.84) to operators and act on an on-shell state composed of massless particles reaching null infinity (i.e. radiation): a direct calculation shows that

$$
\begin{equation*}
\Delta C_{\zeta \zeta} \prod_{\alpha \in \text { species }}\left|X_{\alpha}\right\rangle=\left[16 G \sum_{i=1}^{n} \frac{\bar{\zeta}-\bar{\zeta}_{i}}{\zeta-\zeta_{i}} \frac{\left(1+\zeta_{i} \bar{\zeta}\right)^{2} E_{i}}{\left(1+\zeta_{i} \bar{\zeta}_{i}\right)(1+\zeta \bar{\zeta})^{3}}\right] \prod_{\alpha \in \text { species }}\left|X_{\alpha}\right\rangle, \tag{3.87}
\end{equation*}
$$

where $\Delta M_{B}=0$ in flat Minkowski picture at $v \rightarrow \pm \infty$. This is the leading memory effect due to the radiation flux generated in the scattering process [232], which can be directly related to Christodoulou memory effect [233]. Our results are consistent with the memory being given by the (transverse traceless part of) soft factor [231, 232]

$$
\begin{equation*}
M_{\zeta \zeta}=\frac{1}{r^{2}}\left(\partial_{\zeta} x^{\mu}\right)\left(\partial_{\zeta} x^{\nu}\right) \frac{\kappa}{2}\left[\sum_{i=1}^{n} \eta_{i} \frac{\left(p_{\mu}\right)_{i}\left(p_{\nu}\right)_{i}}{p_{i} \cdot n}\right]^{\mathrm{TT}} \tag{3.88}
\end{equation*}
$$

as we will show in more details in section 4.6.
The angular momentum flux, requires the Einstein equations of the subleading terms in the Bondi gauge expansion [215]

$$
\begin{align*}
\partial_{v} N_{\zeta} & =\frac{1}{4} \partial_{\zeta}\left[D_{\zeta}^{2} C^{\zeta \zeta}-D_{\zeta}^{2} C^{\bar{\zeta} \bar{\zeta}}\right]+\partial_{\zeta} m_{B} \\
& -8 \pi G\left[\lim _{r \rightarrow+\infty} r^{2} T_{v \zeta}^{\text {matter }}-\frac{1}{32 \pi G} D_{\zeta}\left(C_{\zeta \zeta} N^{\zeta \zeta}\right)-\frac{1}{16 \pi G} C_{\zeta \zeta} D_{\zeta} N^{\zeta \zeta}\right] . \tag{3.89}
\end{align*}
$$

Like the shear-inclusive ANEC at infinity, all angular momentum flux contributions that are quadratic in the fields combine together into a single expression for all massless
particles

$$
\begin{align*}
\tilde{\mathcal{N}}_{\zeta, \text { Bondi }}^{\text {PSZ }}(\hat{\boldsymbol{n}}):= & \int_{-\infty}^{+\infty} \mathrm{d} v\left\{\lim _{r \rightarrow+\infty} r^{2} T_{v \zeta}^{\mathrm{matter}}+\frac{1}{32 \pi G}\left(\partial_{\zeta} C_{\zeta \zeta}\right)\left(\gamma^{\zeta \bar{\zeta}}\right)^{2}\left(\partial_{v} C_{\bar{\zeta} \bar{\zeta}}\right)\right. \\
& \left.-\frac{1}{32 \pi G} C_{\zeta \zeta}\left(\gamma^{\zeta \bar{\zeta}}\right)^{2}\left(\partial_{\zeta} \partial_{v} C_{\bar{\zeta} \bar{\zeta}}\right)-\frac{1}{16 \pi G} \partial_{\zeta}\left(C_{\zeta \zeta}\left(\gamma^{\zeta \bar{\zeta}}\right)^{2} \partial_{v} C_{\bar{\zeta} \bar{\zeta}}\right)\right\}, \tag{3.90}
\end{align*}
$$

where the gravity contributions are expressed only in terms of the radiative data. The saddle point estimate of the first two terms of such contributions gives the density of orbital angular momentum flux

$$
\begin{align*}
\tilde{\mathcal{N}}_{\zeta, \text { Bondi }}^{\text {PSZ,orb }}(\hat{\boldsymbol{n}}) & =\frac{1}{32 \pi G} \int_{-\infty}^{+\infty} \mathrm{d} v\left\{\left(\partial_{\zeta} C_{\zeta \zeta}\right)\left(\gamma^{\zeta \bar{\zeta}}\right)^{2}\left(\partial_{v} C_{\bar{\zeta} \bar{\zeta}}\right)-C_{\zeta \zeta}\left(\gamma^{\zeta \bar{\zeta}}\right)^{2}\left(\partial_{\zeta} \partial_{v} C_{\bar{\zeta} \bar{\zeta}}\right)\right\} \\
& =-\frac{1}{2} \int \mathrm{~d} \Phi(p) \frac{\delta^{2}\left(\zeta_{\hat{\mathbf{n}}}-\zeta_{\hat{\boldsymbol{p}}}\right)}{\gamma_{\zeta \bar{\zeta}}} \sum_{\sigma= \pm 2}:\left[a_{\sigma}^{\dagger}\left(E_{p} \hat{\boldsymbol{n}}\right) i{\left.\stackrel{\dddot{\partial}}{\zeta_{\hat{\mathbf{n}}}} a_{\sigma}\left(E_{p} \hat{\boldsymbol{n}}\right)\right]:}^{\text {. }} .\right. \tag{3.91}
\end{align*}
$$

The remaining term gives the spin contribution

$$
\begin{align*}
\tilde{\mathcal{N}}_{\zeta, \text { Bondi }}^{\mathrm{PSZ}, \text { spin }}(\hat{\boldsymbol{n}}) & =-\frac{i}{2} \int \mathrm{~d} \Phi(p)\left[\frac{\delta^{2}\left(\zeta_{\hat{\boldsymbol{n}}}-\zeta_{\hat{\boldsymbol{p}}}\right)}{\gamma_{\zeta \bar{\zeta}}}\right]_{\sigma= \pm 2} \sigma: \partial_{\zeta_{\hat{\boldsymbol{n}}}}\left[a_{\sigma}^{\dagger}\left(E_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}\left(E_{p} \hat{\boldsymbol{n}}\right)\right]: \\
& =\frac{i}{2} \int \mathrm{~d} \Phi(p) \partial_{\zeta_{\hat{\boldsymbol{n}}}}\left[\frac{\delta^{2}\left(\zeta_{\hat{\boldsymbol{n}}}-\zeta_{\hat{\boldsymbol{p}}}\right)}{\gamma_{\zeta \bar{\zeta}}}\right] \sum_{\sigma= \pm 2} \sigma:\left[a_{\sigma}^{\dagger}\left(E_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}\left(E_{p} \hat{\boldsymbol{n}}\right)\right]: \tag{3.92}
\end{align*}
$$

Other conventions like Hawking-Perry-Strominger (HPS) differ from eq. (3.90) in total derivative terms in $\zeta$ or $\bar{\zeta}$ of $C_{\zeta \zeta} N^{\zeta \zeta}$ and $C_{\bar{\zeta} \bar{\zeta}} N \bar{\zeta} \bar{\zeta}$, which look like contact/spin terms under a saddle-point analysis similar to the one discuss before. While we are not attempting any kind of rigorous analysis of all these terms in different conventions here, our expectation is that the PSZ convention is the most natural ${ }^{14}$ choice which gives the expected spin term of the graviton. This was explored further in [207], where the most general expression of the total angular momentum flux was analyzed and it was shown that eq. (3.90) corresponds to the simplest case $\alpha=\beta=0$ in their notation.

To make contact with the system of coordinates used in the rest of the chapter, we re-write the corresponding expressions in flat null coordinates ${ }^{15}$

$$
\begin{align*}
\mathcal{E}_{\mathrm{GR}}(\hat{\boldsymbol{n}}) & :=\frac{1}{8 \pi G} \int_{-\infty}^{+\infty} \mathrm{d} u\left(\partial_{u} C_{z z}\right)\left(\partial_{u} C_{\bar{z} \bar{z}}\right), \quad \mathcal{K}_{\mathrm{GR}}(\hat{\boldsymbol{n}}):=\frac{1}{8 \pi G} \int_{-\infty}^{+\infty} \mathrm{d} u u\left(\partial_{u} C_{z z}\right)\left(\partial_{u} C_{\bar{z} \bar{z}}\right), \\
\mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PSZ}}(\hat{\boldsymbol{n}}) & :=\frac{1}{16 \pi G} \int_{-\infty}^{+\infty} \mathrm{d} u\left[\left(\partial_{z} C_{z z}\right)\left(\partial_{u} C_{\bar{z} \bar{z}}\right)-C_{z z}\left(\partial_{z} \partial_{u} C_{\bar{z} \bar{z}}\right)-2 \partial_{z}\left(C_{z z} \partial_{u} C_{\bar{z} \bar{z}}\right)\right], \tag{3.93}
\end{align*}
$$

[^15]whose saddle point estimate gives
\[

$$
\begin{align*}
\mathcal{E}_{\mathrm{GR}}(\hat{\boldsymbol{n}})= & \int \mathrm{d} \Phi(p) \omega_{p} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 2}:\left[a_{\sigma}^{\dagger}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]:, \\
\mathcal{K}_{\mathrm{GR}}(\hat{\boldsymbol{n}})= & (-i) \\
4 & \int_{-\infty}^{+\infty} \frac{\mathrm{d} \omega_{-}}{(2 \pi)^{3}} \delta^{(1)}\left(\omega_{-}\right) \int_{\max \left\{-\omega_{-,} \omega_{-}\right\}}^{+\infty} \mathrm{d} \omega_{+}\left(\left(\omega_{+}\right)^{2}-\left(\omega_{-}\right)^{2}\right) \\
& \times \sum_{\sigma= \pm 2}:\left[a_{\sigma}^{\dagger}\left(\left(\omega_{+}+\omega_{-}\right) \hat{\boldsymbol{n}}\right) a_{\sigma}\left(\left(\omega_{+}-\omega_{-}\right) \hat{\boldsymbol{n}}\right)\right]:, \\
\mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PSR}, \mathrm{orb}}(\hat{\boldsymbol{n}})= & i \int \mathrm{~d} \Phi(p) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 2}:\left[a_{\sigma}^{\dagger}\left(\omega_{p} \hat{\boldsymbol{n}}\right) \overleftrightarrow{\partial}_{z_{\hat{\mathbf{n}}}} a_{\sigma}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]:, \\
\mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PSZ}, \mathrm{spin}}(\hat{\boldsymbol{n}})= & -i \int \mathrm{~d} \Phi(p) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 2} \sigma: \partial_{z_{\hat{n}}}\left[a_{\sigma}^{\dagger}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]:  \tag{3.94}\\
= & i \int \mathrm{~d} \Phi(p) \partial_{z_{\hat{\boldsymbol{n}}}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 2} \sigma:\left[a_{\sigma}^{\dagger}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]:
\end{align*}
$$
\]

Note that the spin operator above differs from the spin-1 counterpart by a factor of 2 since the graviton has helicities $\sigma= \pm 2$.

### 3.6 On-shell detector algebra of hard light-ray operators

Light-ray operators constructed from the components of the stress tensor are naturally related to the global Poincaré charges by turning the line integral in the light-ray definition into an integral over all of space. These light-ray operators were recently studied in the context of unitary CFTs by Cordova and Shao [234] and shown, via symmetry arguments, to form a closed algebra. While it is not immediately clear that the same light-ray operators will form a closed algebra in a generic QFT, the underlying universality of the stress tensor algebra [235] hints at this possibility. The stress tensor algebra was also reconsidered more recently [236, 237] to derive a "universal" effective light-cone algebra for CFTs in $d>2$. Moreover, there is an intriguing relation with the BMS algebra [222, 223] - and its extended version [10, 224, 238-240] - with light-ray operators [234] which is still worth exploring for light-ray placed at null infinity. We will then compute in our approach the associated algebra of light-ray operators in 3+1-dimensional QFTs for massless particles of integer spin and compare with [234].

In general, computing the commutator algebra of composite (non-local ${ }^{16}$ ) operators is quite subtle unless completely fixed by symmetries. For example, with the Schwinger action principle [241-243] we can compute the structure of all commutators of the (covariantly conserved) stress tensor but the commutators of stress tensor components with spatial-spatial indices; such commutators are model-dependent [235]. Since our family of light-ray operators contain either the time-time components or mixed time-spatial components of the stress tensor, it is conceivable that our light-ray operators satisfy a universal algebra [234, 236, 237]

$$
\begin{equation*}
\left[L_{1}\left(\hat{\boldsymbol{n}}_{1}\right), L_{2}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=\sum_{L_{3}} C_{L_{1} L_{2} L_{3}}\left(\hat{\boldsymbol{n}}_{1}, \hat{\boldsymbol{n}}_{2}\right) L_{3}\left(\hat{\boldsymbol{n}}_{2}\right) . \tag{3.95}
\end{equation*}
$$

[^16]To make contact with physical detectors at infinity, we study the light ray algebra by taking the difference between the expectation value of Wightman two-point functions:

$$
\begin{equation*}
\left\langle\left[L\left(\hat{\boldsymbol{n}}_{1}\right), L^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\right]\right\rangle:=\left\langle\psi_{L}\right| L\left(\hat{\boldsymbol{n}}_{1}\right) L^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\left|\psi_{R}\right\rangle-\left\langle\psi_{L}\right| L^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right) L\left(\hat{\boldsymbol{n}}_{1}\right)\left|\psi_{R}\right\rangle . \tag{3.96}
\end{equation*}
$$

Without loss of generality, we can set the $|\psi\rangle$ above to be a single particle state. In the following calculations we will assume that canonical commutation relations are valid, motivated by the fact we will compute the algebra on a flat section of null infinity thanks to the choice of flat null coordinates.

### 3.6.1 Spin 0

The simplest commutator is $\mathcal{P}_{\text {scalar }}^{\mu}\left(\hat{\boldsymbol{n}}_{1}\right)$ and $\mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)$ :

$$
\begin{equation*}
\langle q|\left[\mathcal{P}_{\text {scalar }}^{\mu}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]|p\rangle=0 . \tag{3.97}
\end{equation*}
$$

The vanishing of this commutator -at all order in perturbation theory- is physically interpreted as the statement that measurements of energy and momentum in two localized directions $\hat{\boldsymbol{n}}_{1}$ and $\hat{\boldsymbol{n}}_{2}$ are compatible at the quantum mechanical level.

The commutator $\left[\mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]$ is slightly more non-trivial. Using

$$
\begin{align*}
& \langle q|\left[\mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]|p\rangle \\
& \quad=\left(\delta^{2}\left(z_{\hat{\boldsymbol{n}}_{2}}-z_{\hat{\boldsymbol{p}}}\right) \omega_{p}-\delta^{2}\left(z_{\hat{\boldsymbol{n}}_{2}}-z_{\hat{\boldsymbol{q}}}\right) \omega_{q}\right)\langle q| \mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right)|p\rangle, \tag{3.98}
\end{align*}
$$

one obtains ${ }^{17}$

$$
\begin{align*}
& \langle q|\left[\mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]|p\rangle= \\
& \quad=8(2 \pi)^{3} i \underbrace{\left(\omega_{q}-\omega_{p}\right) \delta^{(1)}\left(\omega_{q}-\omega_{p}\right)}_{-\delta\left(\omega_{q}-\omega_{p}\right)} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{2}}-z_{\hat{\boldsymbol{p}}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{q}}}\right) \\
& \quad=-8(2 \pi)^{3} i \delta\left(\omega_{q}-\omega_{p}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{2}}-z_{\hat{\boldsymbol{p}}}\right) \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{q}}}\right) \\
& \quad=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\left[\left(\omega_{p} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{2}}-z_{\hat{\boldsymbol{p}}}\right)\right)\left((2 \pi)^{3} 4 \frac{\delta\left(\omega_{q}-\omega_{p}\right)}{\omega_{p}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{q}}}\right)\right)\right] \\
& \quad=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle, \tag{3.99}
\end{align*}
$$

which implies

$$
\begin{equation*}
\left[\mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right) \tag{3.100}
\end{equation*}
$$

Moreover, it is straightforward to check that

$$
\begin{align*}
& {\left[\mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0,} \\
& {\left[\mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0 .} \tag{3.101}
\end{align*}
$$

Moving onto the commutators involving the angular momentum flux density operator we need to introduce some smearing in the transverse directions $(z, \bar{z})$ to be able to

[^17]regularize the expressions, as in [157, 234]. With this technique we find that
\[

$$
\begin{align*}
& \langle q|\left[\mathcal{N}_{z, \text { scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]|p\rangle \\
& =\left(\omega_{p} \delta^{2}\left(z_{\hat{p}}-z_{\hat{\boldsymbol{n}}_{2}}\right)-\omega_{q} \delta^{2}\left(z_{\hat{\boldsymbol{q}}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\right)\langle q| \mathcal{N}_{z, \text { scalar }}\left(\hat{\boldsymbol{n}}_{1}\right)|p\rangle \\
& =-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \partial_{z} \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \mathcal{E}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle . \tag{3.102}
\end{align*}
$$
\]

Similarly,

$$
\begin{align*}
& \langle q|\left[\mathcal{N}_{z, \text { scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]|p\rangle \\
& \quad=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \partial_{z} \mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \mathcal{K}_{\text {scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle . \tag{3.103}
\end{align*}
$$

The last commutator $\left[\mathcal{N}_{z, \text { scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \text { scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]$ gives

$$
\begin{align*}
& \langle q|\left[\mathcal{N}_{z, \text { scalar }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \text { scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]|p\rangle \\
& =+ \\
& \quad+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \mathcal{N}_{\bar{z}, \text { scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle-2 i \partial_{\bar{z}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \mathcal{N}_{z, \text { scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle  \tag{3.104}\\
& \quad-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)\langle q| \partial_{z} \mathcal{N}_{\bar{z}, \text { scalar }}\left(\hat{\boldsymbol{n}}_{2}\right)|p\rangle .
\end{align*}
$$

This concludes the calculation of the scalar light-ray algebra. It is worth stressing that in this case our boundary conditions at infinity naturally select only the hard modes.

### 3.6.2 Spin 1

The spin 1 abelian case (i.e. Maxwell theory) does not differ much from the spin 0 case except for the presence of the helicity term. The additional helicity term commutes with

$$
\begin{align*}
& \mathcal{E}_{\text {photon }}(\hat{\boldsymbol{n}})=\int \mathrm{d} \Phi(p) \omega_{p} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 1}:\left[a_{\sigma}^{\dagger}\left(\omega_{p} \hat{\boldsymbol{n}}\right) a_{\sigma}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]: \\
& \mathcal{K}_{\text {photon }}(\hat{\boldsymbol{n}})=\frac{(-i)}{4} \int_{-\infty}^{+\infty} \frac{\mathrm{d} \omega_{-}}{(2 \pi)^{3}} \delta^{(1)}\left(\omega_{-}\right) \int_{\max \left\{-\omega_{-}, \omega_{-}\right\}}^{+\infty} \mathrm{d} \omega_{+}\left(\left(\omega_{+}\right)^{2}-\left(\omega_{-}\right)^{2}\right) \\
&  \tag{3.105}\\
& \times: \sum_{\sigma= \pm 1}\left[a_{\sigma}^{\dagger}\left(\left(\omega_{+}+\omega_{-}\right) \hat{\boldsymbol{n}}\right) a_{\sigma}\left(\left(\omega_{+}-\omega_{-}\right) \hat{\boldsymbol{n}}\right)\right]:
\end{align*}
$$

because it is proportional to the number operator which counts the difference between the number of helicity plus and helicity minus photons

$$
\begin{equation*}
\mathcal{N}_{z, \text { photon }}^{\text {spin }}(\hat{\boldsymbol{n}})\left|p^{\sigma}\right\rangle=i \partial_{z_{\hat{\boldsymbol{n}}}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right)\left(\delta_{+, \sigma}-\delta_{-, \sigma}\right)\left|p^{\sigma}\right\rangle . \tag{3.106}
\end{equation*}
$$

The commutation relation of $\mathcal{N}_{z}^{\text {orb }}$ with $\mathcal{N}_{\bar{z}}^{\text {orb }}$ is exactly the same as the scalar case

$$
\begin{align*}
& {\left[\mathcal{N}_{z, \text { photon }}^{\text {orb }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \text { photon }}^{\text {orb }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]} \\
& \quad=+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{\bar{z} \text {,photon }}^{\text {orb }}\left(\hat{\boldsymbol{n}}_{2}\right)-2 i \partial_{\bar{z}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{z, \text { photon }}^{\text {orb }}\left(\hat{\boldsymbol{n}}_{2}\right) \\
& \left.\quad-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{N}_{\bar{z}, \text {,photon }}^{\text {orb }} \hat{\boldsymbol{n}}_{2}\right) . \tag{3.107}
\end{align*}
$$

This is obvious from the fact that the $\mathcal{N}_{z, \text { photon }}^{\text {orb }}$ is simply the sum of two copies of $\mathcal{N}_{z, \text { scalar }}^{\text {orb }}$

$$
\begin{equation*}
\mathcal{N}_{z, \text { photon }}^{\mathrm{orb}}(\hat{\boldsymbol{n}})=i \int \mathrm{~d} \Phi(p) \delta^{2}\left(z_{\hat{\boldsymbol{n}}}-z_{\hat{\boldsymbol{p}}}\right) \sum_{\sigma= \pm 1}:\left[a_{\sigma}^{\dagger}\left(\omega_{p} \hat{\boldsymbol{n}}\right) \stackrel{\leftrightarrow}{\partial}_{z_{\hat{n}}} a_{\sigma}\left(\omega_{p} \hat{\boldsymbol{n}}\right)\right]: . \tag{3.108}
\end{equation*}
$$

Moreover it is clear that $\mathcal{N}_{z, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{1}\right)$ commutes with $\mathcal{N}_{\bar{z}, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{2}\right)$

$$
\begin{equation*}
\left[\mathcal{N}_{z, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0 \tag{3.109}
\end{equation*}
$$

The remaining orbital-spin commutators take the form

$$
\begin{align*}
& {\left[\mathcal{N}_{z, \text { photon }}^{\text {orb }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \text {,photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=}+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{\bar{z}, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{2}\right), \\
& {\left[\mathcal{N}_{z, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \text { photon }}^{\text {orb }}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \partial_{\bar{z}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{z, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{2}\right) } \\
&+2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{\bar{z}} \mathcal{N}_{z, \text { photon }}^{\text {spin }}\left(\hat{\boldsymbol{n}}_{2}\right) . \tag{3.110}
\end{align*}
$$

The above commutators are quite a bit more subtle than the others encountered so far and we do find an ambiguity in their derivation. ${ }^{18}$ However, any problems with the orbital-spin commutator disappear in the integrated charges since $\mathcal{N}_{z / \bar{z}}^{\text {spin }}$ are total derivatives of $z$ or $\bar{z}$.

If we turn on matter contributions, we find an additional (hard) interaction term which is mixing Coulombic and radiative data

$$
\begin{equation*}
\int \mathrm{d} u A_{z}^{(0), a} j_{u}^{a,(2)} \tag{3.111}
\end{equation*}
$$

which clearly breaks the algebra because it does not conserve the particle number.
Regarding the soft non-abelian contribution which comes from the boundary term, we stress that as in the spin 0 case we are only interested in the hard contributions and therefore ignore the soft terms in our analysis, which requires a more delicate study of the soft non-abelian sector and its quantization as done by He and Mitra in [209]. We expect such terms to be related with the gluon soft theorem [212], and therefore to be relevant for the light-ray algebra of pure Yang-Mills in the soft sector: the non-commutativity of soft gluon limits for different helicities might give a nontrivial extension of Cordova-Shao algebra. We leave this very interesting problem for a future study.

### 3.6.3 Spin 2

Here similar comments to the ones made on the spin 1 abelian case apply, except for the fact that we have some freedom in the choice of the Bondi angular momentum aspect and therefore of the density of the angular momentum flux as discussed before.

[^18]The final algebra is

$$
\begin{align*}
& {\left[\mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0,} \\
& {\left[\mathcal{K}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{K}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0,} \\
& {\left[\mathcal{K}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right),} \\
& {\left[\mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PS}}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{E}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right),} \\
& {\left[\mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PS}}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{K}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=} \\
& {\left[2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{K}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right)+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{K}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{2}\right),\right.} \\
& {\left[\mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PZ}}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}, \mathrm{GR}}^{\mathrm{PSZ}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=}  \tag{3.112}\\
& \quad+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{\bar{z}, \mathrm{GR}}^{\mathrm{PSZ}}\left(\hat{\boldsymbol{n}}_{2}\right)-2 i \partial_{\bar{z}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{z, \mathrm{GR}}^{\mathrm{PSZ}}\left(\hat{\boldsymbol{n}}_{2}\right) \\
& \\
& \quad-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{N}_{\overline{\mathrm{P}}, \mathrm{GR}}^{\mathrm{PSZ}}\left(\hat{\boldsymbol{n}}_{2}\right) .
\end{align*}
$$

and therefore with our definitions the algebra of light-ray operators for the graviton case is consistent with complexified Cordova-Shao algebra. In particular, there are no contributions which are mixing coulombic and radiative data as expected [245]. Moreover, the convention adopted by Pasterski-Strominger-Zhiboedov [215] seems to be the most natural for the system of light-ray operators since it provides the standard helicity term which we would expect from a spin 2 point particle stress tensor.

### 3.6.4 Comparison with complexified Cordova-Shao algebra

It is straightforward to check that the commutators

$$
\begin{align*}
& {\left[\mathcal{E}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0,} \\
& {\left[\mathcal{K}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{K}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=0,} \\
& {\left[\mathcal{K}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{E}\left(\hat{\boldsymbol{n}}_{2}\right)} \tag{3.113}
\end{align*}
$$

agree exactly with [234] since $T_{u u}=T_{--} .{ }^{19}$ However, in order to compare the other commutators, we need to compare how the components of the stress tensor at null infinity in our cooordinates differ from those in the standard light-cone components

$$
\begin{align*}
& T_{u z}=\frac{x^{+}}{2}\left(T_{-1}-i T_{-2}\right)+\left(x^{1}-i x^{2}\right) T_{--},  \tag{3.114}\\
& T_{u \bar{z}}=\frac{x^{+}}{2}\left(T_{-1}+i T_{-2}\right)+\left(x^{1}+i x^{2}\right) T_{--} . \tag{3.115}
\end{align*}
$$

Therefore, we see that a full detailed comparison with the (complexified) Cordova Shao algebra for the angular momentum flux requires understanding the following operator

$$
\begin{equation*}
\lim _{x^{+} \rightarrow+\infty}\left(x^{+}\right)^{3}\left[\frac{1}{2}\left(T_{-1} \pm i T_{-2}\right)+\frac{x^{1} \pm i x^{2}}{x^{+}} T_{--}\right], \tag{3.116}
\end{equation*}
$$

[^19]where there is an explicit mixing with the original contribution of the complexified version of $\mathcal{N}_{A}$ at infinity. In general we have $\left(r=x^{+}\right)$
\[

$$
\begin{align*}
\lim _{r \rightarrow+\infty} r^{2} T_{u u} & =\lim _{x^{+} \rightarrow+\infty}\left(x^{+}\right)^{2} T_{--}, \\
\lim _{r \rightarrow+\infty} r^{2} T_{u z} & =\lim _{x^{+} \rightarrow+\infty}\left(x^{+}\right)^{3}\left[\frac{1}{2}\left(T_{-1}-i T_{-2}\right)+\frac{x^{1}-i x^{2}}{x^{+}} T_{--}\right], \\
\lim _{r \rightarrow+\infty} r^{2} T_{u \bar{z}} & =\lim _{x^{+} \rightarrow+\infty}\left(x^{+}\right)^{3}\left[\frac{1}{2}\left(T_{-1}+i T_{-2}\right)+\frac{x^{1}+i x^{2}}{x^{+}} T_{--}\right], \tag{3.117}
\end{align*}
$$
\]

which makes it clear how the operators are mixing with each other. Nevertheless, the commutators

$$
\begin{align*}
& {\left[\mathcal{N}_{z}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{E}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{E}\left(\hat{\boldsymbol{n}}_{2}\right)+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{E}\left(\hat{\boldsymbol{n}}_{2}\right),} \\
& {\left[\mathcal{N}_{z}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{K}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{K}\left(\hat{\boldsymbol{n}}_{2}\right)+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{K}\left(\hat{\boldsymbol{n}}_{2}\right)} \tag{3.118}
\end{align*}
$$

match the complexified Cordova-Shao algebra. The only commutation relation which is new and differ from their result is $\left[\mathcal{N}_{z}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]^{20}$, due to mixing in eq. (3.117).

[^20]
## Chapter 4

## Classical radiative observables in the two-body problem

In this chapter, we will discuss several classical radiative observables arising from the scattering of waves and point particles. We will start by studying global observables like the impulse - and we will derive the light deflection in the geometric optics limit for Thomson scattering. We will then consider the field strength for the outgoing radiation field in the two-body problem and we will impose the uncertainty principle to its expectation value to make contact with the classical prediction. An infinity of amplitude relations will follow from it, and we will discuss the consequences for classical radiative observables. At that point, we will focus on localized observables like the waveform and gravitational event shapes and we will perform some explicit calculation in scalar QED and gravity. A new general relation between energy event shapes and the amplitude of the waveform will then be derived. Finally, we will discuss the choice of the BMS frame at the amplitude level and the connection to disconnected amplitude contributions with the emission of zero-energy gravitons.

### 4.1 Global observables: impulse in wave scattering

Let us investigate the general structure of the impulse, $\left\langle\Delta p_{1}^{\mu}\right\rangle$, on a massive particle during a scattering event with a classical wave. Using the KMOC formalism as discussed in chapter 2, we get from the definition of the impulse

$$
\begin{aligned}
\left\langle\Delta p_{1}^{\mu}\right\rangle & =\left\langle\psi_{w}\right| S^{\dagger} \mathbb{P}_{1}^{\mu} S\left|\psi_{w}\right\rangle-\left\langle\psi_{w}\right| \mathbb{P}_{1}^{\mu}\left|\psi_{w}\right\rangle \\
& =\left\langle\psi_{w}\right| i\left[\mathbb{P}_{1}^{\mu}, T\right]\left|\psi_{w}\right\rangle+\left\langle\psi_{w}\right| T^{\dagger}\left[\mathbb{P}_{1}^{\mu}, T\right]\left|\psi_{w}\right\rangle \\
& =I_{w(1)}^{\mu}+I_{w(2)}^{\mu},
\end{aligned}
$$

with the initial state

$$
\begin{equation*}
\left|\psi_{w}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}\right) \psi_{A}\left(p_{1}\right) e^{i b \cdot p_{1} / \hbar}\left|p_{1} \alpha_{2}^{\sigma}\right\rangle . \tag{4.1}
\end{equation*}
$$

We remark here that there is an equivalent formulation in terms of the background field,

$$
\begin{align*}
\left\langle\Delta p_{1}^{\mu}\right\rangle= & \left.\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar}\left\langle p_{1}^{\prime}\right| \mathbb{C}_{\alpha,(\sigma)}^{\dagger} i \mathbb{P}_{1}^{\mu}, T\right] \mathbb{C}_{\alpha,(\sigma)}\left|p_{1}\right\rangle \\
& +\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar}\left\langle p_{1}^{\prime}\right| \mathbb{C}_{\alpha,(\sigma)}^{\dagger} T^{\dagger}\left[\mathbb{P}_{1}^{\mu}, T\right] \mathbb{C}_{\alpha,(\sigma)}\left|p_{1}\right\rangle \\
= & \int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar}\left\langle p_{1}^{\prime}\right| i\left[\mathbb{P}_{1}^{\mu}, T\left(A_{\mathrm{cl}}^{(\sigma)}\right)\right]\left|p_{1}\right\rangle \\
& +\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar}\left\langle p_{1}^{\prime}\right| T^{\dagger}\left(A_{\mathrm{cl}}^{(\sigma)}\right)\left[\mathbb{P}_{1}^{\mu}, T\left(A_{\mathrm{cl}}^{(\sigma)}\right)\right]\left|p_{1}\right\rangle, \tag{4.2}
\end{align*}
$$

where the scattering matrix computed from the background $A_{\mathrm{cl}}^{(\sigma)}$ is denoted by $T\left(A_{\mathrm{cl}}^{(\sigma)}\right)$, and we have used the relation $\mathbb{C}_{\alpha,(\sigma)}^{\dagger} \mathbb{C}_{\alpha,(\sigma)}=1$. While we will focus on the formulation in eq. (4.1), it is intriguing to notice the linear term of the impulse $I_{w(1)}^{\mu}$ is closely related to the two-point function of the massive scalar field in the coherent state background. As a consequence, we should expect a resummation of all higher-order results.

Returning to (4.1), we note that - just as in the scattering of two massive particles - only the first term contributes at leading order in the generic coupling $g$. This contribution arises at $\mathcal{O}\left(g^{2}\right)$; the second term only contributes starting at $\mathcal{O}\left(g^{4}\right)$. Let us focus on the $I_{w(1)}^{\mu}$ term, and write out the details of the wavefunction in eq. (2.86),

$$
\begin{equation*}
I_{w(1)}^{\mu}=\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) i\left(p_{1}^{\prime}-p_{1}\right)^{\mu}\left\langle p_{1}^{\prime} \alpha_{2}^{\sigma}\right| T\left|p_{1} \alpha_{2}^{\sigma}\right\rangle \tag{4.3}
\end{equation*}
$$

The matrix elements of coherent states are not of definite order in perturbation theory. In order to isolate the contributions at each order, one would ordinarily introduce a complete set of states of definite particle number on each side of the $T$ matrix,

$$
\begin{align*}
I_{w(1)}^{\mu}=\sum_{X, X^{\prime}} \sum_{\tilde{\sigma}, \tilde{\sigma}^{\prime}= \pm 1} \int & \mathrm{~d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \mathrm{d} \Phi\left(r_{1}\right) \mathrm{d} \Phi\left(r_{1}^{\prime}\right) \mathrm{d} \Phi\left(k_{2}\right) \mathrm{d} \Phi\left(k_{2}^{\prime}\right) \\
& \times e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) i\left(p_{1}^{\prime}-p_{1}\right)^{\mu} \\
& \times\left\langle p_{1}^{\prime} \alpha_{2}^{\sigma} \mid r_{1}^{\prime} k_{2}^{\prime \tilde{\sigma}^{\prime}} X^{\prime}\right\rangle\left\langle r_{1}^{\prime} k_{2}^{\tilde{\sigma}^{\prime}} X^{\prime}\right| T\left|r_{1} k_{2}^{\tilde{\sigma}} X\right\rangle\left\langle r_{1} k_{2}^{\tilde{\sigma}} X \mid p_{1} \alpha_{2}^{\sigma}\right\rangle . \tag{4.4}
\end{align*}
$$

The sums over $X$ and $X^{\prime}$ are over different numbers of messengers, including none, and include the phase-space integrals over their momenta. Charge conservation implies that each intermediate state must contain one net massive-particle number; we drop additional particle-antiparticle pairs as their effects will disappear in the classical limit, and we denote the massive-particle momenta by $r_{1}$ and $r_{1}^{\prime}$. Moreover, in order to satisfy on-shell conditions of the $T$ matrix element, each intermediate state must contain at least one messenger, whose momenta are denoted by $k_{2}$ and $k_{2}^{\prime}$.

The leading order contribution to $I_{w(1)}^{\mu}$ is the simplest. One may be tempted to believe that it arises from terms with $X=X^{\prime}=\emptyset$, but this is not quite right: that would omit disconnected parts of the $S$-matrix. In the situation at hand, a great many photons are present in the initial state; the dominant contribution to the interaction occurs when most photons pass directly from the initial to the final state. Thus
rather than taking $X=X^{\prime}=\emptyset$, we instead need to sum over additional messengers in the coherent states. These sums over non-interacting messengers, contributing disconnected $S$-matrix terms, are necessary to recover the correct normalization.

One can carry out these sums explicitly, but it is convenient instead to introduce an alternate representation for the $T$ matrix in terms of creation and annihilation operators. As the incoming state $\left|\psi_{w}\right\rangle$ given in eq. (2.86) contains one massive particle and an arbitrary number of photons (or messengers more generally), we must consider terms with a pair of massive-particle annihilation and creation operators, and an arbitrary nonzero number of messenger annihilation and creation operators (not necessarily paired). That representation has the form,

$$
\begin{equation*}
T=\sum_{\tilde{\sigma}, \tilde{\sigma}^{\prime}= \pm 1} \int \mathrm{~d} \Phi\left(\tilde{r}_{1}, \tilde{r}_{1}^{\prime}, \tilde{k}_{2}, \tilde{k}_{2}^{\prime}\right)\left\langle\tilde{r}_{1}^{\prime}, \tilde{k}_{2}^{\prime \tilde{\sigma}^{\prime}}\right| T\left|\tilde{r}_{1}, \tilde{k}_{2}^{\tilde{\sigma}}\right\rangle a_{\tilde{\sigma}^{\prime}}^{\dagger}\left(\tilde{k}_{2}^{\prime}\right) a^{\dagger}\left(\tilde{r}_{1}^{\prime}\right) a\left(\tilde{r}_{1}\right) a_{\tilde{\sigma}}\left(\tilde{k}_{2}\right)+\cdots \tag{4.5}
\end{equation*}
$$

where the ellipsis indicates higher order terms in the coupling $g$ as well as amplitudes which do not contribute in the classical limit. We will summarily drop all these terms in the following, retaining only the explicit $\mathcal{O}\left(g^{2}\right)$ term. The measure here is a shorthand,

$$
\begin{equation*}
\mathrm{d} \Phi\left(\tilde{r}_{1}, \tilde{r}_{1}^{\prime}, \tilde{k}_{2}, \tilde{k}_{2}^{\prime}\right)=\mathrm{d} \Phi\left(\tilde{r}_{1}\right) \mathrm{d} \Phi\left(\tilde{r}_{1}^{\prime}\right) \mathrm{d} \Phi\left(\tilde{k}_{2}\right) \mathrm{d} \Phi\left(\tilde{k}_{2}^{\prime}\right) \tag{4.6}
\end{equation*}
$$

The advantage of the representation in eq. (4.5) is that the creation and annihilation operators act simply on coherent states, yielding factors of $\alpha\left(k_{2}\right)$ and $\alpha^{*}\left(k_{2}^{\prime}\right)$, and taking care of the normalization for us. Each term within this representation contains an ordinary (connected) amplitude with a definite number of external messengers.

The required matrix element for the integrand term in eq. (4.5) can be computed easily,

$$
\begin{align*}
\left\langle p_{1}^{\prime} \alpha_{2}^{\sigma}\right| T\left|p_{1} \alpha_{2}^{\sigma}\right\rangle & =\left\langle\tilde{r}_{1}^{\prime} \tilde{k}_{2}^{\prime \tilde{\sigma}^{\prime}}\right| T\left|\tilde{r}_{1} \tilde{k}_{2}^{\tilde{\sigma}}\right\rangle\left\langle p_{1}^{\prime} \alpha_{2}^{\sigma}\right| a_{\tilde{\sigma}^{\prime}}^{\dagger}\left(\tilde{k}_{2}^{\prime}\right) a^{\dagger}\left(\tilde{p}^{\prime}\right) a_{\tilde{\sigma}}\left(\tilde{k}_{2}\right) a(\tilde{p})\left|p_{1} \alpha_{2}^{\sigma}\right\rangle \\
& =\delta^{3}\left(\tilde{r}_{1}-p_{1}\right) \delta^{3}\left(\tilde{r}_{1}^{\prime}-p_{1}^{\prime}\right) \delta_{\tilde{\sigma}, \sigma} \delta_{\tilde{\sigma}^{\prime}, \sigma} \alpha_{2}\left(\tilde{k}_{2}\right) \alpha_{2}^{*}\left(\tilde{k}_{2}^{\prime}\right)\left\langle\tilde{r}_{1}^{\prime} \tilde{k}_{2}^{\prime \tilde{\sigma}^{\prime}}\right| T\left|\tilde{r}_{1} \tilde{k}_{2}^{\tilde{\sigma}}\right\rangle \tag{4.7}
\end{align*}
$$

where we neglected all the terms in the ellipsis of eq. (4.5). Notice that we encountered the matrix element $\left\langle\alpha_{2}^{\sigma} \mid \alpha_{2}^{\sigma}\right\rangle=1$ : this conveniently takes care of all the disconnected diagrams. The remaining matrix element introduces the desired scattering amplitude,

$$
\begin{equation*}
\left\langle\tilde{r}_{1}^{\prime} \tilde{k}_{2}^{\prime \sigma^{\prime}}\right| T\left|\tilde{r}_{1} \tilde{k}_{2}^{\tilde{\sigma}}\right\rangle=\mathcal{A}_{4}\left(\tilde{r}_{1}, \tilde{k}_{2}^{\tilde{\sigma}} \rightarrow \tilde{r}_{1}^{\prime}, k_{2}^{\prime \tilde{\sigma}^{\prime}}\right) \delta^{4}\left(\tilde{r}_{1}+\tilde{k}_{2}-\tilde{r}_{1}^{\prime}-\tilde{k}_{2}^{\prime}\right) \tag{4.8}
\end{equation*}
$$

As usual, the superscripts on the messenger momenta denote the corresponding physical helicity. To write it in the usual amplitudes convention, $\mathcal{A}\left(0 \rightarrow p_{1}, p_{2}, \ldots\right)$, we must cross the momenta to the other side. This flips the helicity of incoming messengers.

Using the results of eq. (4.7) and eq. (4.8) in eq. (4.3) and carrying out the sums over $\tilde{\sigma}, \tilde{\sigma}^{\prime}$, we obtain,

$$
\begin{align*}
I_{w(1)}^{\mu}=\int \mathrm{d} \Phi\left(p_{1}\right) & \mathrm{d} \Phi\left(p_{1}^{\prime}\right) \mathrm{d} \Phi\left(k_{2}\right) \mathrm{d} \Phi\left(k_{2}^{\prime}\right) \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}^{\prime}\right) \alpha_{2}\left(k_{2}\right) \alpha_{2}^{*}\left(k_{2}^{\prime}\right)  \tag{4.9}\\
& \times e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} i\left(p_{1}^{\prime}-p_{1}\right)^{\mu} \\
& \times \mathcal{A}_{4}\left(p_{1}, k_{2}^{\sigma} \rightarrow p_{1}^{\prime}, k_{2}^{\prime \sigma}\right) \delta^{4}\left(p_{1}+k_{2}-p_{1}^{\prime}-k_{2}^{\prime}\right)
\end{align*}
$$

where we have dropped the tildes on $k_{2}$ and $k_{2}^{\prime}$.

If we make the usual change of variables to the momentum mismatches $q_{1,2}$,

$$
\begin{align*}
& q_{1}=p_{1}^{\prime}-p_{1}  \tag{4.10}\\
& q_{2}=k_{2}^{\prime}-k_{2}
\end{align*}
$$

use the delta function to integrate over $q_{2}$; and drop the subscript on $q_{1}$, we find,

$$
\begin{gather*}
I_{w(1)}^{\mu}=\int \mathrm{d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(k_{2}\right) \hat{\mathrm{d}}^{4} q \delta\left(2 q \cdot p_{1}+q^{2}\right) \delta\left(2 q \cdot k_{2}-q^{2}\right) \Theta\left(p_{1}^{0}+q^{0}\right) \Theta\left(k_{2}^{0}-q^{0}\right) \\
\times \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}+q\right) \alpha_{2}^{*}\left(k_{2}-q\right) \alpha_{2}\left(k_{2}\right) \\
\times e^{-i b \cdot q / \hbar} i q^{\mu} \mathcal{A}_{4}\left(p_{1}, k_{2}^{\sigma} \rightarrow p_{1}+q,\left(k_{2}-q\right)^{\sigma}\right) \tag{4.11}
\end{gather*}
$$

The analysis of the classical limit as far as the $\psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}+q\right)$ factor is concerned is the same as in [166]. It requires us to take the wavenumber mismatch as our integration variable in lieu of the momentum mismatch. At leading order, we do not have to worry about terms singular in $\hbar$, so the evaluation as far as the massive particle is concerned will take,

$$
\begin{align*}
\delta\left(2 q \cdot p_{1}+q^{2}\right) & \rightarrow \hbar^{-1} \delta\left(2 \bar{q} \cdot p_{1}\right)  \tag{4.12}\\
\psi_{A}\left(p_{1}+q\right) & \rightarrow \psi_{A}\left(p_{1}\right) \tag{4.13}
\end{align*}
$$

Using the definition of fragments we gave in eq. (2.20) we find for the classical limit,

$$
\begin{align*}
I_{w(1)}^{\mu, \mathrm{cl}}=g^{2}\left\langle\left\langle\int \mathrm{~d} \Phi\left(\bar{k}_{2}\right) \hat{\mathrm{d}}^{4} \bar{q} \delta(2 \bar{q} \cdot\right.\right. & \left.p_{1}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{2}-\bar{q}^{2}\right) \Theta\left(\bar{k}_{2}^{0}-\bar{q}^{0}\right) \bar{\alpha}_{2}^{*}\left(\bar{k}_{2}-\bar{q}\right) \bar{\alpha}_{2}\left(\bar{k}_{2}\right) \\
& \left.\left.\times e^{-i b \cdot \bar{q}} i \bar{q}^{\mu} \mathcal{A}_{4,0}^{(0)}\left(p_{1}, \hbar \bar{k}_{2}^{\sigma} \rightarrow p_{1}+\hbar \bar{q}, \hbar\left(\bar{k}_{2}-\bar{q}\right)^{\sigma}\right)\right\rangle\right\rangle \tag{4.14}
\end{align*}
$$

As in [166], the double-angle brackets indicate an average over the wave function of the point-like particle. Classically, this is a function of the momentum $p_{1}$ with a very sharp peak at $p_{1}=m_{A} v_{A}$ where $v_{A}$ is the classical (proper) velocity and $m_{A}$ is the particle's mass.

We can now apply this general result in a variety of specific cases. We shall describe two examples in detail: Thomson scattering of a charge by a wave, with $b \simeq 0$, and gravitational scattering of light by a mass in the geometric-optics limit.

### 4.1.1 Impulse in Thomson scattering

Our first application is to Thomson scattering, of a particle of charge $Q e$ and mass $m$, by a collimated beam of light. We take the light beam to have positive helicity, corresponding to the coherent state $\left|\alpha^{+}\right\rangle$. We need the four-point tree Compton amplitude in scalar QED,

$$
\begin{align*}
\mathcal{A}_{4}^{(0)}\left(p_{1}, k_{2}^{\sigma} \rightarrow p_{1}^{\prime}, k_{2}^{\prime \sigma^{\prime}}\right) & =2 Q^{2} \varepsilon_{\sigma}^{*}\left(k_{2}\right) \cdot \varepsilon_{\sigma^{\prime}}\left(k_{2}^{\prime}\right)  \tag{4.15}\\
& =2 Q^{2} \varepsilon_{-\sigma}\left(k_{2}\right) \cdot \varepsilon_{\sigma^{\prime}}\left(k_{2}^{\prime}\right)
\end{align*}
$$

where we have chosen the gauge,

$$
\begin{equation*}
\varepsilon^{\sigma}(k) \cdot p_{1}=0 \tag{4.16}
\end{equation*}
$$



Figure 4.1: Impulse in scattering of a massive object off a coherent state background.
for both photons. Alternatively, in spinor variables, we have a gauge-invariant expression for the helicity amplitude, namely

$$
\begin{equation*}
\mathcal{A}_{4,0}^{(0)}\left(p_{1}, k_{2}^{+} \rightarrow p_{1}^{\prime}, k_{2}^{\prime+}\right)=-\frac{Q^{2}}{2} \frac{\left.\left\langle k_{2}\right| p_{1} \mid k_{2}^{\prime}\right]^{2}}{k_{2} \cdot p_{1} k_{2}^{\prime} \cdot p_{1}} . \tag{4.17}
\end{equation*}
$$

This form of the amplitude is manifestly gauge independent, but it depends explicitly on spinors $\left|k_{2}^{\prime}\right\rangle$ and $\left.\mid k_{2}\right]$ associated with photon momenta. As usual, in the classical limit we prefer to work with photon wavenumbers. We therefore introduce rescaled spinors,

$$
\begin{align*}
\left|\bar{k}_{2}^{\prime}\right\rangle & \equiv \hbar^{-1 / 2}\left|k_{2}^{\prime}\right\rangle, \\
\left.\mid \bar{k}_{2}\right] & \left.\equiv \hbar^{-1 / 2} \mid k_{2}\right], \tag{4.18}
\end{align*}
$$

which are directly associated with the photon wavenumbers. The amplitude then has the expression,

$$
\begin{equation*}
\mathcal{A}_{4,0}^{(0)}\left(p_{1}, k_{2}^{+} \rightarrow p_{1}^{\prime}, k_{2}^{\prime+}\right)=-\frac{Q^{2}}{2} \frac{\left.\left\langle\bar{k}_{2}\right| p_{1} \mid \bar{k}_{2}^{\prime}\right]^{2}}{\bar{k}_{2} \cdot p_{1} \bar{k}_{2}^{\prime} \cdot p_{1}} . \tag{4.19}
\end{equation*}
$$

Choosing $b=0$, and for a more symmetric presentation, writing $k=k_{2}$ and $k^{\prime}=k_{2}-q$, the impulse in eq. (4.14) takes the form,

$$
\begin{equation*}
\left\langle\Delta p^{\mu}\right\rangle=\frac{Q^{2} e^{2}}{2} \int \mathrm{~d} \Phi(\bar{k}) \mathrm{d} \Phi\left(\bar{k}^{\prime}\right) \delta\left(2 p \cdot\left(\bar{k}-\bar{k}^{\prime}\right)\right) \bar{\alpha}^{*}\left(\bar{k}^{\prime}\right) \bar{\alpha}(\bar{k}) i\left(\bar{k}^{\prime}-\bar{k}\right)^{\mu} \frac{\left.\langle\bar{k}| p \mid \bar{k}^{\prime}\right]^{2}}{(\bar{k} \cdot p)^{2}} . \tag{4.20}
\end{equation*}
$$

This expression may be compared with the classical electromagnetic result, obtained by iterating the classical Lorentz force twice. Thus we see in an explicit example that a vanishing impact parameter is perfectly acceptable in the classical scattering of waves off matter, in contrast to the situation for two massive particles scattering.

It is interesting that the Compton amplitude appears at tree level in the classical physics of wave scattering off massive particles. This amplitude is also relevant [246] for purely massive particle scattering, though at one loop order. While the amplitude is very simple for spinless particles, it is considerably more complicated [247] for particles with large spins. Currently we do not have a clear understanding of the
appropriate Compton amplitude for the Kerr black hole, or of what principle we could use to determine it. This is an important area for further research. This work suggests one angle of attack: information about the classical part of the Compton amplitude could be extracted by a purely classical analysis of the impulse on a massive spinning object in scattering off a messenger wave. This is one topic under independent study in [181].

### 4.1.2 Light deflection in gravitational scattering

A second interesting application of the formulas derived in the previous section is to the gravitational deflection of light by a massive object. We may access this observable by computing the change in momentum of a narrow (small $\ell_{\perp}$ ) beam of light passing with non-zero impact parameter $b$ past a massive point-like particle. At leading order, there is no radiation of momentum, so the change in momentum of the wave is simply the negative of the change in momentum of the massive point source: our starting point is once again eq. (4.14).

Before we discuss the details of the calculation, it is worth dwelling for a moment on our setup. Eddington's famous observations demonstrated that starlight is deflected by the sun in accordance with General Relativity. Near the sun, light emitted by a distant star is essentially a spherical wave, and so the incoming wave is extremely delocalized. In contrast, we have chosen to study a collimated, narrow beam of light. Nevertheless, the difference between our setup and Eddington's case is immaterial. We work in the situation where the wavelength $\lambda$ of the light is very small compared to the impact parameter: this is the domain of geometric optics, and also applies to Eddington's case. It is in the context of geometric optics that the bending is well-defined; the geometric bending does not depend on the details of the wave.

For our purposes the setup of a narrow beam in the far past is just a simpler place to start. The reason is that we can then determine the bending of light by computing the impulse on the beam: this impulse is directly the change in direction of the wave. By contrast the impulse on starlight due to the sun involves integrating over the whole incoming spherical wavefront: this is not related in a simple manner to the bending of light.

In the geometric-optics regime, we need the wavelength of the light $\lambda$ to be small. At the same time we must suppress all quantum effects, so we choose $\lambda$ to be large compared to the Compton wavelength $\ell_{c}$ of our point source. To keep our beam collimated, eq. (2.75) requires that $\ell_{\perp} \gg \lambda$. The requirement that our beam is narrow is $\ell_{\perp} \ll b$. Thus there is a series of inequalities:

$$
\begin{equation*}
\ell_{c} \ll \lambda \ll \ell_{\perp} \ll \ell_{s} \sim b \tag{4.21}
\end{equation*}
$$

Note that the scattering length $\ell_{s}$ is expected to be of order of the impact parameter in this case, as we are considering a $t$ channel process. For simplicity, we consider a monochromatic beam with $\sigma_{\|} \rightarrow 0$. The final length scale to consider is the size $\ell_{w}$ of the point-particle's wave packet. As usual we require $\ell_{c} \ll \ell_{w} \ll \ell_{s}$. Once these conditions are met, there will be little overlap between the beam and the wave packet, so we do not anticipate that the values of the ratios $\lambda / \ell_{w}$ or $\ell_{\perp} / \ell_{w}$ will be important.

The impulse given in eq. (4.14) simplifies due to the constraints of eq. (4.21). Note that the quantity $\left|\bar{q} \cdot \bar{k}_{2}\right| \gg\left|\bar{q}^{2}\right|$ in the second delta function, as $\bar{k}_{2} \sim 1 / \lambda$ while $\bar{q} \sim 1 / \ell_{s}$. The wavenumber $\bar{q}$ is then dominantly in the plane of scattering. In this plane, the coherent waveshape $\bar{\alpha}_{2}$ is of width $1 / \ell_{\perp}$ so that we may approximate $\bar{\alpha}_{2}^{*}\left(\bar{k}_{2}-\bar{q}\right) \simeq \bar{\alpha}_{2}^{*}\left(\bar{k}_{2}\right)$. For the same reason, the explicit theta function in the impulse
simplifies: $\Theta\left(\bar{k}_{2}^{0}-\bar{q}^{0}\right)=1$. Taking into account the sign demanded by momentum balance, the impulse on the wave is,

$$
\begin{align*}
\left\langle\Delta p_{2}^{\mu}\right\rangle=-g^{2}\left\langle\left\langle\int \mathrm{~d} \Phi\left(\bar{k}_{2}\right) \hat{\mathrm{d}}^{4} \bar{q} \delta\left(2 \bar{q} \cdot p_{1}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{2}\right)\right|\right. & \left.\bar{\alpha}_{2}\left(\bar{k}_{2}\right)\right|^{2} \\
& \left.\left.\times e^{-i b \cdot \bar{q}} i \bar{q}^{\mu} \mathcal{A}_{4,0}^{(0)}\left(p_{1}, \hbar \bar{k}_{2}^{\sigma} \rightarrow p_{1}+\hbar \bar{q}, \hbar\left(\bar{k}_{2}-\bar{q}\right)^{\sigma}\right)\right\rangle\right\rangle \tag{4.22}
\end{align*}
$$

The integral over $\bar{k}_{2}$ is now in a great many respects analogous to the integral over the massive particle wave function which is hidden in our double-angle brackets. In the geometric optics limit, $\bar{\alpha}_{2}\left(\bar{k}_{2}\right)$ is a steeply-peaked function of the wave number peaked at $\bar{k}_{2}=\bar{k}_{\odot}$; in view of eq. (2.54), its normalization is related to the number of photons in the beam. The amplitude, meanwhile, is a smooth function in this region. The $\bar{k}_{2}$ integral then has the structure,

$$
\begin{equation*}
\int \mathrm{d} \Phi\left(\bar{k}_{2}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{2}\right)\left|\bar{\alpha}_{2}\left(\bar{k}_{2}\right)\right|^{2} f\left(\bar{k}_{2}\right) \simeq f\left(\bar{k}_{\odot}\right) \int \mathrm{d} \Phi\left(\bar{k}_{2}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{2}\right)\left|\bar{\alpha}_{2}\left(\bar{k}_{2}\right)\right|^{2} \tag{4.23}
\end{equation*}
$$

where $f$ is a slowly-varying function. We thus encounter the convolution of a delta function and the sharply-peaked $\left|\alpha_{2}(k)\right|^{2}$. The result of the convolution is a broadened delta function centered at $\bar{k}_{2}=\bar{k}_{\odot}$. Neglecting the width (of order $\sigma_{\perp}$ ) of this function we have,

$$
\begin{equation*}
\int \mathrm{d} \Phi\left(\bar{k}_{2}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{2}\right)\left|\bar{\alpha}_{2}\left(\bar{k}_{2}\right)\right|^{2} f\left(\bar{k}_{2}\right) \simeq f\left(\bar{k}_{\odot}\right) N_{\gamma} \hbar \delta\left(2 \bar{q} \cdot \bar{k}_{\odot}\right) \tag{4.24}
\end{equation*}
$$

Notice the appearance of the number of photons $N_{\gamma}$ in the beam: this normalization constant emerges from the integral over $\left|\alpha_{2}(k)\right|^{2}$. The classical geometric optics approximation does not have access to this number of photons, and correspondingly it will cancel in our expression for the deflection angle below. Certain other physical quantities do involve this number of photons: for example, the total momentum of the beam is,

$$
\begin{equation*}
K_{\odot}^{\mu}=\int \mathrm{d} \Phi(\bar{k})|\bar{\alpha}(\bar{k})|^{2} \bar{k}^{\mu} \simeq N_{\gamma} \hbar \bar{k}_{\odot}^{\mu} \tag{4.25}
\end{equation*}
$$

Returning to the impulse on the beam, use of eq. (4.24) leads to the expression,

$$
\begin{align*}
\left\langle\Delta p_{\text {geom }}^{\mu}\right\rangle=-N_{\gamma} \hbar g^{2}\left\langle\left\langle\int \hat{\mathrm{~d}}^{4} \bar{q}\right.\right. & \delta\left(2 \bar{q} \cdot p_{1}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{\odot}\right) \\
& \left.\left.\times e^{-i b \cdot \bar{q}} i \bar{q}^{\mu} \mathcal{A}_{4,0}^{(0)}\left(p_{1}, \hbar \bar{k}_{\odot}^{\sigma} \rightarrow p_{1}+\hbar \bar{q}, \hbar\left(\bar{k}_{\odot}-\bar{q}\right)^{\sigma}\right)\right\rangle\right\rangle \tag{4.26}
\end{align*}
$$

The subscript reminds us that the approximation is valid in the geometric-optics limit.
At leading order, we only need the four-point tree-level amplitude. As there are no contributions singular in $\hbar$ at this order, we can simply retain only the terms that survive in the classical limit:

$$
\begin{align*}
\mathcal{A}_{4,0}^{(0)}\left(p_{1}, k_{2}^{\sigma} \rightarrow p_{1}^{\prime}, k_{2}^{\prime \sigma}\right) & =\frac{p_{1} \cdot k_{2} p_{1} \cdot k_{2}^{\prime}}{q^{2}} \varepsilon_{\sigma}^{*}\left(k_{2}\right) \cdot \varepsilon^{\sigma}\left(k_{2}^{\prime}\right)+\cdots, \\
& =\frac{p_{1} \cdot \bar{k}_{2} p_{1} \cdot \bar{k}_{2}^{\prime}}{\bar{q}^{2}} \varepsilon_{\sigma}^{*}\left(\bar{k}_{2}\right) \cdot \varepsilon^{\sigma}\left(\bar{k}_{2}^{\prime}\right)+\cdots, \tag{4.27}
\end{align*}
$$

where we have chosen the gauge $p_{1} \cdot \varepsilon^{\sigma}(k)=0$ for each polarization vector, and the ellipsis indicates terms which are suppressed by powers of $\hbar$.

This amplitude simplifies further in the geometric-optics limit. The inequalities in eq. (4.21) require in particular that the wave number $\bar{q} \sim 1 / b \ll \bar{k}_{2}$. We may therefore
replace the scalar product $p \cdot \bar{k}_{2}^{\prime}$ with $p \cdot \bar{k}_{2}$ in eq. (4.27), up to terms which are neglected in the geometric-optics limit. At the same time, we may replace the polarization vector $\varepsilon^{\sigma}\left(\bar{k}_{2}^{\prime}\right)$ with $\varepsilon^{\sigma}\left(\bar{k}_{2}\right)$ to the same order of approximation. The amplitude is then simply,

$$
\begin{equation*}
\mathcal{A}_{4,0}^{(0)}\left(p_{1}, k_{2}^{\sigma} \rightarrow p_{1}^{\prime}, k_{2}^{\prime \sigma}\right)=-\frac{\left(p_{1} \cdot \bar{k}_{2}\right)^{2}}{\bar{q}^{2}}+\cdots \tag{4.28}
\end{equation*}
$$

We note that the geometric-optics limit of the amplitude for the scattering of a photon off a massive scalar is helicity-independent. Up to constant factors, it reduces to the amplitude between one massless and one massive scalar ${ }^{1}$. This is as expected from the equivalence principle: if the classical limit weren't universal, the impulse and hence the scattering angle would have helicity-dependent contributions.

In order to the evaluate the impulse, we insert the geometric-optics amplitude of eq. (4.28) into the expression in eq. (4.26)) for the impulse in the geometric-optics limit. We obtain,

$$
\begin{align*}
\left\langle\Delta p_{\text {geom }}^{\mu}\right\rangle & =i \kappa^{2} N_{\gamma} \hbar\left(p_{1} \cdot \bar{k}_{\odot}\right)^{2} \int \hat{\mathrm{~d}}^{4} \bar{q} \delta\left(2 \bar{q} \cdot p_{1}\right) \delta\left(2 \bar{q} \cdot \bar{k}_{\odot}\right) e^{-i b \cdot \bar{q}} \frac{\bar{q}^{\mu}}{\bar{q}^{2}}  \tag{4.29}\\
& =i \kappa^{2}\left(p_{1} \cdot K_{\odot}\right)^{2} \int \hat{\mathrm{~d}}^{4} \bar{q} \delta\left(2 \bar{q} \cdot p_{1}\right) \delta\left(2 \bar{q} \cdot K_{\odot}\right) e^{-i b \cdot \bar{q}} \frac{\bar{q}^{\mu}}{\bar{q}^{2}}
\end{align*}
$$

Here, we have replaced the general coupling $g$ by the appropriate gravitational coupling $\kappa$, and the wavenumber $\bar{k}_{\odot}$ by the total beam momentum $K_{\odot}$. The second line of the last equation is strikingly similar to the impulse in a scattering process between two massive classical objects. Indeed, the integral remaining in eq. (4.29) is essentially the same as the integral appearing in the leading order impulse in [166]. It can easily be performed by taking the light beam in the $z$ direction, $K_{\odot}^{\mu}=(E, 0,0, E)$. The result is,

$$
\begin{equation*}
\left\langle\Delta p_{\text {geom }}^{\mu}\right\rangle=-\kappa^{2} \frac{p_{1} \cdot K_{\odot}}{8 \pi b^{2}} b^{\mu} \tag{4.30}
\end{equation*}
$$

The impact parameter $b^{\mu}$ is directed from the massive particle towards the wave, so the sign above indicates that the interaction is attractive.

The scattering angle $\theta$ is then determined geometrically in terms of the impulse: at leading order we have

$$
\begin{equation*}
\sin \theta=\frac{|b \cdot \Delta p|}{|\boldsymbol{b}| E} \tag{4.31}
\end{equation*}
$$

once we have fixed a frame. We have taken the absolute value to drop the sign of the angle, understanding that the bending is towards the scatterer. Working in the rest frame of the massive scalar, and using $\kappa^{2}=32 \pi G$, we reproduce the well-known value for the gravitational bending of light,

$$
\begin{equation*}
\theta=\frac{4 G m_{A}}{|\boldsymbol{b}|}+\cdots \tag{4.32}
\end{equation*}
$$

As a final comment, it is satisfying that the impulse we have obtained in eq. (4.29) is essentially the same as the impulse on massive point particles as discussed in [166]. This occurred as the inequalities in eq. (4.21) greatly simplified the impulse. These inequalities themselves are very similar to the Goldilocks conditions in eq. (2.16) for classical point-like particles. The fact that the dynamics of massive particles is

[^21]so similar to the behavior of waves in the geometric-optics regime was a celebrated aspect of nineteenth and early twentieth century physics, known as the Hamiltonian analogy. This analogy was highlighted by Schrödinger [249] and others as an important consideration in the early days of quantum mechanics.

### 4.2 Zero-variance principle for classical observables

In classical electrodynamics, a key role is played by the field strength $F_{\mu \nu}(x)$. This object is a complete gauge-invariant characterisation of the field; once it is known, quantities such as the energy-momentum radiated to infinity and the field angular momentum are easily determined. In a quantum description, the field becomes an operator $\mathbb{F}_{\mu \nu}(x)$. In a semiclassical situation, the expectation value of this operator on a state $\left|\psi_{\text {in }}\right\rangle$ should equal the classical field, up to negligible quantum corrections:

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle=F_{\mu \nu}(x)+\mathcal{O}(\hbar) \tag{4.33}
\end{equation*}
$$

Note that we have schematically indicated the presence of small, order $\hbar$, quantum corrections. More precisely, these corrections must be suppressed by dimensionless ratios involving Planck's constant; the precise ratios depend on the actual physical context.

Since in the quantum theory a single-valued field is replaced by the expectation value of an operator, we must address the quintessentially quantum mechanical issue of uncertainty. The uncertainty can be characterised by the variance

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \xi}(y)\left|\psi_{\text {in }}\right\rangle-\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\rho \xi}(y)\left|\psi_{\text {in }}\right\rangle \tag{4.34}
\end{equation*}
$$

In the domain of validity of the classical approximation, this variance must be negligible.

Precisely the same remarks hold in a quantum mechanical approach to GR. The curvature tensor $R_{\mu \nu \rho \xi}(x)$ in the classical theory is replaced by the expectation value of the curvature operator $\mathbb{R}_{\mu \nu \rho \xi}(x)$. The variance

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| \mathbb{R}_{\mu \nu \rho \xi}(x) \mathbb{R}_{\alpha \beta \gamma \delta}(y)\left|\psi_{\text {in }}\right\rangle-\left\langle\psi_{\text {in }}\right| \mathbb{R}_{\mu \nu \rho \xi}(x)\left|\psi_{\text {in }}\right\rangle\left\langle\psi_{\text {in }}\right| \mathbb{R}_{\alpha \beta \gamma \delta}(y)\left|\psi_{\text {in }}\right\rangle \tag{4.35}
\end{equation*}
$$

must be negligible.
This section is devoted to an investigation of this condition of negligible uncertainty. Working in the KMOC formalism at lowest order in perturbation theory, we will see that the expectations $\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \xi}(y)\left|\psi_{\text {in }}\right\rangle$ and $\left\langle\psi_{\text {in }}\right| \mathbb{R}_{\mu \nu \rho \xi}(x) \mathbb{R}_{\alpha \beta \gamma \delta}(y)\left|\psi_{\text {in }}\right\rangle$ are determined by tree-level six-point amplitudes while $\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle$ and $\left\langle\psi_{\text {in }}\right| \mathbb{R}_{\mu \nu \rho \xi}(x)\left|\psi_{\text {in }}\right\rangle$ are determined by five-point tree amplitudes. We must then face the question of how it can be that the variance is negligible.

### 4.2.1 Field strength expectations

We begin by reviewing the evaluation of single field-strength observables in KMOC. We will discuss the electromagnetic case in some detail. The gravitational case is completely analogous to the electromagnetic case, so we only quote key results.

Let us now consider the leading-order field strength in our situation. In the far past, we have

$$
\begin{align*}
\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle & =\frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k)\left[\left\langle\psi_{\text {in }}\right|-i a_{\sigma}(k)\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) e^{-i \bar{k} \cdot x}+\text { h.c. }\right] \\
& =0 \tag{4.36}
\end{align*}
$$

The expectation value vanishes because there are no photons in the initial state: $a_{\sigma}(k)\left|\psi_{\text {in }}\right\rangle=0$. Classically, the interpretation is that the initial state contains no incoming radiation. Notice that the expectation value is not sensitive to the Coulomb fields of the incoming particles; instead, we are computing the asymptotic value of the field at infinity, namely the coefficient of the 1 /distance piece of the field strength.

In the far future, the expectation value is

$$
\begin{align*}
\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) & S\left|\psi_{\text {in }}\right\rangle \\
& =\frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k)\left[-i\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) e^{-i \bar{k} \cdot x}+\text { h.c. }\right] \tag{4.37}
\end{align*}
$$

This no longer vanishes. We may evaluate it at lowest perturbative order by writing the $S$ matrix in terms of the transition matrix $T$ as $S=1+i T$. The matrix elements of $T$ on momentum eigenstates are the scattering amplitudes, which we may organise (as usual in perturbation theory) in terms of the coupling $e$ or $\kappa$ depending on whether we are interested in electrodynamics or gravity. Generically we will denote the perturbative coupling as $g$. Thus we have

$$
\begin{align*}
\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} a_{\sigma}(k) S\left|\psi_{\mathrm{in}}\right\rangle & =i\left\langle\psi_{\mathrm{in}}\right|\left(a_{\sigma}(k) T-T^{\dagger} a_{\sigma}(k)\right)\left|\psi_{\mathrm{in}}\right\rangle+\left\langle\psi_{\mathrm{in}}\right| T^{\dagger} a_{\sigma}(k) T\left|\psi_{\mathrm{in}}\right\rangle \\
& =i\left\langle\psi_{\mathrm{in}}\right| a_{\sigma}(k) T\left|\psi_{\mathrm{in}}\right\rangle+\left\langle\psi_{\mathrm{in}}\right| T^{\dagger} a_{\sigma}(k) T\left|\psi_{\mathrm{in}}\right\rangle  \tag{4.38}\\
& \simeq i\left\langle\psi_{\mathrm{in}}\right| a_{\sigma}(k) T\left|\psi_{\mathrm{in}}\right\rangle .
\end{align*}
$$

In the middle line above, we used the fact that $a_{\sigma}(k)\left|\psi_{\text {in }}\right\rangle=0$; in the last line we neglected the term involving two $T$ matrices which does not contribute at lowest order by counting powers of $g$.

Further expanding the state using eq. (2.19), and taking advantage of the shorthand notation of eq. (2.17) and eq. (2.18), we may write

$$
\begin{align*}
\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) S\left|\psi_{\mathrm{in}}\right\rangle=2 \Re \frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime},\right. & \left.p_{1}, p_{2}, k\right) \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) \\
& \times\left\langle k^{\sigma} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) e^{-i \bar{k} \cdot x} \tag{4.39}
\end{align*}
$$

The matrix element $\left\langle k^{\sigma} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle$ is, at lowest order, a five-point tree amplitude so it is proportional to $g^{3}$. This is consistent with a classical analysis of the outgoing radiation field.

In $G R$, the equivalent expression is

$$
\begin{align*}
\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{R}_{\mu \nu \rho \xi}(x) S\left|\psi_{\text {in }}\right\rangle=2 \Re \frac{-i}{\sqrt{\hbar}} \frac{\kappa}{2} \sum_{\sigma= \pm 2} & \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}, k\right) \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) \\
& \times\left\langle k^{\sigma}, p_{1}^{\prime}, p_{2}^{\prime}\right| T\left|p_{1}, p_{2}\right\rangle \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) \bar{k}_{[\xi} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i \bar{k} \cdot x} \tag{4.40}
\end{align*}
$$

It will be useful for us to simplify these expressions further, following again the


Figure 4.2: The kinematic configuration we choose for the five-point amplitude which determines the leading-order radiation field.
discussion of reference [166] at leading order. The matrix element $\left\langle k^{\sigma} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle$ is the amplitude times a momentum-conserving delta function; our expectation value instructs us to integrate over all momenta in the amplitude. We may relabel these external momenta as shown in Fig. 4.2. The measure can then be written as

$$
\begin{equation*}
\mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}, k\right)=\mathrm{d} \Phi\left(p_{1}, p_{2}, k\right) \hat{\mathrm{d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \hat{\delta}\left(2 p_{1} \cdot q_{1}+q_{1}^{2}\right) \hat{\delta}\left(2 p_{2} \cdot q_{2}+q_{2}^{2}\right) \tag{4.41}
\end{equation*}
$$

In this form, the overall momentum-conserving delta function reads $\hat{\delta}^{4}\left(q_{1}+q_{2}+k\right)$. Now, in the classical regime the photon momentum is of order $\hbar$, as are the momentum mismatches $q_{1}$ and $q_{2}$. The $q_{i}^{2}$ terms in the delta functions above are therefore small shifts compared to the width (or order $1 / \ell_{w}$ ) of the wavefunctions in the expectation values. As the observable has the structure of a convolution of the sharply-peaked wavefunctions multiplied by delta functions and otherwise smooth functions, we may neglect the $q_{i}^{2}$ shifts $^{2}$. Similarly, the wavefunctions themselves are

$$
\begin{equation*}
\psi_{b}^{*}\left(p_{1}+q_{1}, p_{2}+q_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right)=\psi^{*}\left(p_{1}+q_{1}, p_{2}+q_{2}\right) \psi\left(p_{1}, p_{2}\right) e^{-i q_{1} \cdot b / \hbar} \tag{4.42}
\end{equation*}
$$

We may neglect the $q_{i}$ shifts in the wavefunctions $\psi_{i}^{*}\left(p_{i}+q_{i}\right)$ because the momenta $q_{i}$ are negligible compared to the width of the wavefunctions. Thus the field strength becomes

$$
\begin{align*}
\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) S\left|\psi_{\text {in }}\right\rangle & =2 \Re \frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi\left(p_{1}, p_{2}, k\right)\left|\psi\left(p_{1}, p_{2}\right)\right|^{2} \hat{\mathrm{~d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \\
& \times \hat{\delta}_{\sigma_{w}}\left(2 p_{1} \cdot q_{1}\right) \hat{\delta}_{\sigma_{w}}\left(2 p_{2} \cdot q_{2}\right) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) e^{-i\left(\bar{k} \cdot x+\bar{q}_{1} \cdot b\right)}  \tag{4.43}\\
& \times \mathcal{A}_{5}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \hat{\delta}^{4}\left(k+q_{1}+q_{2}\right) .
\end{align*}
$$

The notation $\hat{\delta}_{\sigma_{w}}(x)$ indicates that the delta functions have been "broadened" so that their width is of order $\sigma_{w} \sim \hbar / \ell_{w}$. In our point-particle treatment, we neglect this scale in the rest of this work. The amplitude $\mathcal{A}_{5}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right)$ is a five-point, tree amplitude.

The integral in eq. (4.43) still depends on the wavefunctions of the particles. But now the role of the wavefunctions is transparent: they are steeply-peaked functions of the momenta $p_{1}$ and $p_{2}$ which allows us to simply replace these variables of integration with the incoming classical momenta $m_{A} v_{A}$ and $m_{B} v_{B}$. We thus write the field

[^22]expectation value as
\[

$$
\begin{align*}
& \left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) S\left|\psi_{\mathrm{in}}\right\rangle=2 \Re \hbar^{7 / 2} \sum_{\sigma= \pm 1}\left\langle\left\langle\int \mathrm{~d} \Phi(\bar{k}) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right)\right.\right. \\
& \left.\left.\quad \times \mathcal{A}_{5}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \hat{\delta}^{4}\left(\bar{k}^{2}+\bar{q}_{1}+\bar{q}_{2}\right) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma} e^{-i\left(\bar{k} \cdot x+\bar{q}_{1} \cdot b\right)}\right\rangle\right\rangle \tag{4.44}
\end{align*}
$$
\]

The double-angle brackets are shorthand notation that instructs us to evaluate the momenta at their classical values, and remind us to take care of $q^{2}$ shifts in the delta functions. Recalling that $k, q_{1}$ and $q_{2}$ are all of order $\hbar$, we have scaled out all the $\hbar$ dependence except that of the scattering amplitude itself. Similarly, in gravity, one finds
$\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{R}_{\mu \nu \rho \xi}(x) S\left|\psi_{\text {in }}\right\rangle=-2 \Re \hbar^{7 / 2} \frac{i \kappa}{2} \sum_{\sigma= \pm 2}\left\langle\left\langle\int \mathrm{~d} \Phi(\bar{k}) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right)\right.\right.$
$\left.\left.\times \mathcal{M}_{5}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \hat{\delta}^{4}\left(\bar{k}+\bar{q}_{1}+\bar{q}_{2}\right) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) \bar{k}_{[\xi} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i\left(\bar{k} \cdot x+\bar{q}_{1} \cdot b\right)}\right\rangle\right\rangle$.
For these expressions to make sense classically, it better be that the overall $\hbar$ dependence of the amplitudes cancels that of the observable. Indeed we may write

$$
\begin{align*}
& \mathcal{A}_{5}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right)=\hbar^{-7 / 2} \mathcal{A}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right)+\mathcal{O}(\hbar) \\
& \mathcal{M}_{5}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right)=\hbar^{-7 / 2} \mathcal{M}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right)+\mathcal{O}(\hbar), \tag{4.46}
\end{align*}
$$

where the quantities $\mathcal{A}_{5,0}^{(0)}$ and $\mathcal{M}_{5,0}^{(0)}$ are independent of $\hbar$, as was noticed in [166]. We will return to this structure below.

The physical interpretation of these expectation values is that they compute the radiative part of the field at large distances. To see this explicitly, the $\bar{k}$ integral needs to be performed taking advantage of the large distance between the point of measurement $x$ and the particles. The integration will be discussed in detail in section 4.3. The question of central interest to us in this section, however, is to compute the uncertainty in the field strength; to do so, we turn to computing the expectation of two field strengths.

### 4.2.2 Expectation of two field strengths

It will be quite straightforward for us to compute expectations of products of operators using precisely the methods of the previous subsection. In electrodynamics, we need to compute

$$
\begin{align*}
& \left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \delta}(y) S\left|\psi_{\mathrm{in}}\right\rangle \\
& =-\frac{1}{\hbar} \sum_{\sigma, \sigma^{\prime}= \pm 1} \int \mathrm{~d} \Phi\left(k^{\prime}, k\right)\left\langle\psi_{\mathrm{in}}\right| S^{\dagger}\left[-i a_{\sigma}(k) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) e^{-i \bar{k} \cdot x}+\text { h.c. }\right] \\
& \tag{4.47}
\end{align*}
$$



Figure 4.3: The kinematic configuration we choose for the six-point amplitude appearing at leading-order expectation of a pair of field strength operators.

Working at lowest order, and taking advantage of the fact that $a_{\sigma}(k)\left|\psi_{\text {in }}\right\rangle=0$, the expectation simplifies to

$$
\begin{align*}
& \left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \delta}(y) S\left|\psi_{\text {in }}\right\rangle \\
& =-\frac{2}{\hbar} \Re \sum_{\sigma, \sigma^{\prime}= \pm 1} \int \mathrm{~d} \Phi\left(k^{\prime}, k\right)\left\langle\psi_{\text {in }}\right| a_{\sigma}(k) a_{\sigma^{\prime}}\left(k^{\prime}\right) i T\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) \bar{k}_{[\rho}^{\prime} \varepsilon_{\delta]}^{* \sigma^{\prime}}\left(k^{\prime}\right) e^{-i\left(\bar{k} \cdot x+\bar{k}^{\prime} \cdot y\right)} \tag{4.48}
\end{align*}
$$

up to a purely quantum single-photon effect [4]. Expanding the wavefunctions, we encounter the matrix element $\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| a_{\sigma}(k) a_{\sigma^{\prime}}\left(k^{\prime}\right) T\left|p_{1} p_{2}\right\rangle$ : a six-point tree amplitude. The classical limit is determined precisely as in the previous section with the result

$$
\begin{array}{r}
\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \xi}(y) S\left|\psi_{\text {in }}\right\rangle=-2 \hbar^{5} \Re \sum_{\sigma, \sigma^{\prime}= \pm 1}\left\langle\left\langle\int \mathrm{~d} \Phi\left(\bar{k}^{\prime}, \bar{k}\right) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right)\right.\right. \\
\left.\left.\times i \mathcal{A}_{6}^{(0)} \hat{\delta}^{4}\left(\bar{k}+\bar{k}^{\prime}+\bar{q}_{1}+\bar{q}_{2}\right) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) \bar{k}_{[\rho}^{\prime} \varepsilon_{\xi]}^{* \sigma^{\prime}}\left(k^{\prime}\right) e^{-i\left(\bar{k} \cdot x+\bar{k}^{\prime} \cdot y+\bar{q}_{1} \cdot b\right)}\right)\right\rangle \tag{4.49}
\end{array}
$$

The amplitude is shown in Fig. 4.3.
Similarly, in gravity, we find

$$
\begin{align*}
& \left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{R}_{\mu \nu \rho \xi}(x) \mathbb{R}_{\alpha \beta \gamma \delta}(y) S\left|\psi_{\text {in }}\right\rangle \\
& \quad=-2 \hbar^{5} \Re\left(-i \frac{\kappa}{2}\right)^{2} \sum_{\sigma, \sigma^{\prime}= \pm 2}\left\langle\left\langle\int \mathrm{~d} \Phi\left(\bar{k}^{\prime}, \bar{k}\right) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right) \mathcal{M}_{6}^{(0)}\right.\right. \\
& \left.\left.\quad \times \hat{\delta}^{4}\left(\bar{k}^{2}+\bar{k}^{\prime}+\bar{q}_{1}+\bar{q}_{2}\right) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(k) \bar{k}_{[\rho} \varepsilon_{\xi]}^{* \sigma}(k) \bar{k}_{[\alpha}^{\prime} \varepsilon_{\beta]}^{* \sigma^{\prime}}\left(k^{\prime}\right) \bar{k}_{[\gamma}^{\prime} \varepsilon_{\delta]}^{* \sigma^{\prime}}\left(k^{\prime}\right) e^{-i\left(\bar{k} \cdot x+\bar{k}^{\prime} \cdot y+\bar{q}_{1} \cdot b\right)}\right\rangle\right\rangle . \tag{4.50}
\end{align*}
$$

In both cases, the expectation of two field strengths is given to leading order in $g$ by a tree-level six-point amplitude.

### 4.2.3 Negligible variance?

We have now seen explicitly that the expectation of a single field strength is determined by a five-point amplitude, while the expectation of two field strengths is a six-point tree amplitude at lowest order in the coupling $g$. But for the uncertainty in the field strength to be negligible, we need the variance to be negligible. How can this happen?


Figure 4.4: A sample Feynman diagram contributing to the sixpoint tree amplitude, indicating powers of $\hbar$ assigned by naive power counting to the propagators and vertices.

Let us count powers of the coupling in the electromagnetic variance. The product of two field-strength expectations is

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\rho \xi}(y)\left|\psi_{\text {in }}\right\rangle \sim\left(\mathcal{A}_{5}^{(0)}\right)^{2} \sim\left(g^{3}\right)^{2} . \tag{4.51}
\end{equation*}
$$

while the expectation of two field strengths is

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \delta}(y)\left|\psi_{\text {in }}\right\rangle \sim \mathcal{A}_{6}^{(0)} \sim g^{4} . \tag{4.52}
\end{equation*}
$$

Thus the situation seems to very bad: the variance is dominated by the expectation of two field-strength operators! For the classical limit to emerge as expected, we need the six-point tree amplitude to be suppressed somehow.

One possibility is that it is suppressed by powers of $\hbar$, but naively that is not the case. Consider, for example, the 6-point Feynman diagram shown in Fig. 4.4. We can count the powers of $\hbar$ associated to the diagram as follows. Each vertex contributes a factor $\hbar^{-\frac{1}{2}}$; this is because the dimensionless coupling is $e / \sqrt{\hbar}$ or $\kappa / \sqrt{\hbar}$. Each messenger propagator contributes a factor $\hbar^{-2}$ because messenger momenta are of order $\hbar$. Meanwhile each massive propagator contributes a factor $\hbar^{-1}$; this arises since the momenta flowing through these propagators are a sum of a massive on-shell momentum $p$ and a messenger momentum $k$, so that the propagator denominator is $(p+k)^{2}-m^{2} \simeq 2 \hbar p \cdot \bar{k}$. We conclude that the six-point tree amplitude contains terms of order $\hbar^{-6}$. Referring back to eq. (4.49) or eq. (4.50) for the expectation of two field strengths, we see that the observables contribute a total of $\hbar^{+5}$. Based on this counting, the observable seems to scale as $\hbar^{-1}$, which would be a serious obstruction to the emergence of a classical limit. Evidently there is more to understand here: the powers of $\hbar$ don't make sense.

It is a familiar story that power counting Feynman diagrams can be misleading: upon combining diagrams to evaluate an amplitude, there can be cancellations. In fact this already happens in the case of the five-point tree; there, naive power counting suggests that the amplitude scales as $\hbar^{-9 / 2}$ but in fact the leading term in the amplitude is of order $\hbar^{-7 / 2}[95]^{3}$. The question, then, of the fate of the six-point tree amplitude in the expectation value of two field strengths becomes a question of the overall $\hbar$ scaling of six-point tree amplitudes in QED and gravity. We will shortly demonstrate explicitly that the QED amplitude in fact scale as $\hbar^{-4}$; the gravitational

[^23]case will be discussed in section 6.2.5. Two powers of $\hbar$ cancel; consequently the contribution of the six-point tree to the variance is entirely at the quantum level.

It is amusing that at next-to-leading order in the perturbative coupling $g$, namely order $g^{6}$, the expectation value of two field strengths is sensitive to one-loop six-point amplitudes and to products of two tree five-point amplitudes ${ }^{4}$. These products of treelevel five-point amplitudes can be viewed as the cut of a six-point one-loop amplitude. It is easy to check that these scale as $\hbar^{-5}$, so in this sense they are enhanced relative to the six-point tree amplitude. This is as desired for negligible uncertainty:

$$
\begin{align*}
& \left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\rho \delta}(y)\left|\psi_{\text {in }}\right\rangle \sim\left(\mathcal{A}_{5}^{(0)}\right)^{2} \sim\left(g^{3}\right)^{2} \\
& \left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \xi}(y)\left|\psi_{\text {in }}\right\rangle \sim \mathcal{A}_{6}^{(1)} \sim\left(\mathcal{A}_{5}^{(0)}\right)^{2} \sim\left(g^{3}\right)^{2} \tag{4.53}
\end{align*}
$$

### 4.2.4 Mixed variances

Our discussion so far reveals that scattering amplitudes, viewed as Laurent series in $\hbar$, obey certain properties which permit the emergence of a classical limit through negligible uncertainty. This Laurent expansion can also be viewed as an expansion in small momentum transfers divided by the centre-of-mass energy $\sqrt{s}$. In fact, the emergence of the classical limit imposes an infinite set of these relationships, which we will call "transfer relations" on scattering amplitudes. In this subsection we will describe the origin of these relations, and explicitly demonstrate a non-trivial example at one loop and five points.

To see where these relationships are coming from, recall that the double fieldstrength expectation (4.49) depends on a six-point amplitude. We have seen that the dominant term is actually the six-point one-loop amplitude, occurring at next-to-leading order in the expansion in $g$. At this order an additional term contributes to the double field-strength expectation; this term is the product of two five-point amplitudes. Now, negligible uncertainty demands that the complete double fieldstrength expectation must be the product of two single field-strength expectations. At leading order in the coupling, and leading non-trivial order in $\hbar$, we conclude that there must exist a relationship between the leading-in- $\hbar$ six-point one-loop amplitude and the product of two five-point trees.

Further examples of relationships between amplitudes can be obtained by considering expectations of three (or more) field strengths, leading to relationships between seven- (or higher-) point loop amplitudes and products of three (or more) five-point amplitudes.

Yet more relationships occur by considering expectations of products of operators including field strengths and momenta. For example, consider the variance

$$
\begin{equation*}
V_{\mu \nu \rho} \equiv\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\nu \rho}(x) S \mathbb{P}_{\mu}\left|\psi_{\text {in }}\right\rangle-\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\nu \rho}(x) S|\psi\rangle_{\text {in }}\left\langle\psi_{\text {in }}\right| \mathbb{P}_{\mu}\left|\psi_{\text {in }}\right\rangle \tag{4.54}
\end{equation*}
$$

This is the variance in a measurement of the initial momentum and the future field strength; it must be negligible in the classical regime. In a quantum-first approach, however, this variance will not vanish. Indeed it need not be real:

$$
\begin{equation*}
V_{\mu \nu \rho}^{*}=\left\langle\psi_{\mathrm{in}}\right| \mathbb{P}_{\mu} S^{\dagger} \mathbb{F}_{\nu \rho}(x) S\left|\psi_{\mathrm{in}}\right\rangle-\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{F}_{\nu \rho}(x) S|\psi\rangle_{\text {in }}\left\langle\psi_{\mathrm{in}}\right| \mathbb{P}_{\mu}\left|\psi_{\mathrm{in}}\right\rangle \neq V_{\mu \nu \rho} \tag{4.55}
\end{equation*}
$$

[^24]We can derive an interesting constraint on the five-point one-loop amplitude by demanding that imaginary part of this variance vanishes in the classical approximation. We therefore define

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho} & =i\left(V_{\mu \nu \rho}^{*}-V_{\mu \nu \rho}\right)  \tag{4.56}\\
& =i\left\langle\psi_{\text {in }}\right| \mathbb{P}_{\mu} S^{\dagger} \mathbb{F}_{\nu \rho}(x) S-S^{\dagger} \mathbb{F}_{\nu \rho}(x) S \mathbb{P}_{\mu}\left|\psi_{\text {in }}\right\rangle .
\end{align*}
$$

Expanding the states as usual, we easily find

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho}=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}\right) & \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right) \\
& \times\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| i\left(\mathbb{F}_{\nu \rho}(x) T-T^{\dagger} \mathbb{F}_{\nu \rho}(x)\right)+T^{\dagger} \mathbb{F}_{\nu \rho}(x) T\left|p_{1} p_{2}\right\rangle \tag{4.57}
\end{align*}
$$

The factor $i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right)$ is important here: working at leading perturbative order, this factor is of order $\hbar$. It is also worth noting that we may write the expectation of the field strength itself as

$$
\begin{align*}
& \left\langle\psi_{\text {in }}\right| \mathbb{F}_{\nu \rho}\left|\psi_{\text {in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}\right) \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) \\
& \quad \times\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| i\left(\mathbb{F}_{\nu \rho}(x) T-T^{\dagger} \mathbb{F}_{\nu \rho}(x)\right)+T^{\dagger} \mathbb{F}_{\nu \rho}(x) T\left|p_{1} p_{2}\right\rangle . \tag{4.58}
\end{align*}
$$

Thus the $i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right) \sim \hbar$ factor in the variance is the key distinction between the variance, which vanishes classically, and the field strength which of course should not vanish classically. As we have already seen that the field strength is related to fivepoint amplitudes, it is now clear that the condition of vanishing $\mathcal{O}_{\mu \nu \rho}$ will become a condition on five-point amplitudes.

It is useful to break the variance $\mathcal{O}_{\mu \nu \rho}$ up into two structures:

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho}^{(1)}=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}\right) & \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right)  \tag{4.59}\\
& \times\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| i\left(\mathbb{F}_{\nu \rho}(x) T-T^{\dagger} \mathbb{F}_{\nu \rho}(x)\right)\left|p_{1} p_{2}\right\rangle,
\end{align*}
$$

and

$$
\begin{gather*}
\mathcal{O}_{\mu \nu \rho}^{(2)}=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}\right) \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right)  \tag{4.60}\\
\\
\times\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger} \mathbb{F}_{\nu \rho}(x) T\left|p_{1} p_{2}\right\rangle
\end{gather*}
$$

Both of these objects are real, which is convenient in terms of keeping the expressions simple.

We may simplify these structures using the explicit expression for the field strength given in eq. (2.40). For $\mathcal{O}^{(1)}$ we find

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho}^{(1)}=2 \Re \frac{1}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi( & \left.p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}, k\right) \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) \times  \tag{4.61}\\
& \times i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right)\left\langle k^{\sigma} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle \bar{k}_{[\nu} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i \bar{k} \cdot x}
\end{align*}
$$

which should be compared to eq. (4.39). Again we see that the crucial new ingredient is a factor $i\left(p_{1 \mu}^{\prime}-p_{1 \mu}\right)$. In the classical regime, we may write this term as

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho}^{(1)}= & 2 \Re \hbar^{9 / 2} \sum_{\sigma= \pm 1}\left\langle\left\langle\int \mathrm{~d} \Phi(\bar{k}) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right)\right.\right. \\
& \left.\left.\times i \bar{q}_{\mu} \mathcal{A}_{5}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \hat{\delta}^{4}\left(\bar{k}+\bar{q}_{1}+\bar{q}_{2}\right) \bar{k}_{[\nu} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i\left(\bar{k} \cdot x+\bar{q}_{1} \cdot b\right)}\right\rangle\right\rangle . \tag{4.62}
\end{align*}
$$

Referring back once more to eq. (4.44), the additional $\hbar$ suppression is now manifest.
Following eq. (2.20), at five-points we may write

$$
\begin{align*}
& \mathcal{A}_{5}^{(0)}(i \rightarrow f)=\hbar^{-7 / 2}\left(\mathcal{A}_{5,0}^{(0)}(i \rightarrow f)+\hbar \mathcal{A}_{5,1}^{(0)}(i \rightarrow f)+\cdots\right)  \tag{4.63}\\
& \mathcal{A}_{5}^{(1)}(i \rightarrow f)=\hbar^{-9 / 2}\left(\mathcal{A}_{5,0}^{(1)}(i \rightarrow f)+\hbar \mathcal{A}_{5,1}^{(1)}(i \rightarrow f)+\cdots\right)
\end{align*}
$$

where we have scaled out the dominant (inverse) power of $\hbar$. Now at classical order $\left(\hbar^{0}\right)$ the tree level amplitude $\mathcal{A}_{5}^{(0)}$ does not appear in $\mathcal{O}_{\mu \nu \rho}^{(1)}$ on account of the explicit factor $\hbar^{9 / 2}$ in eq. (4.62). The leading in $g$, non-trivial, classical contribution arises from the fragment $\mathcal{A}_{5,0}^{(1)}$. We conclude then that

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho}^{(1)} & =2 \Re \sum_{\sigma= \pm 1}\left\langle\left\langle\int \mathrm{~d} \Phi(\bar{k}) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right) \times\right.\right. \\
& \left.\left.\times i \bar{q}_{\mu} \mathcal{A}_{5,0}^{(1)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \hat{\delta}^{4}\left(\bar{k}+\bar{q}_{1}+\bar{q}_{2}\right) \bar{k}_{[\nu} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i\left(\bar{k} \cdot x+\bar{q}_{1} \cdot b\right)}\right\rangle\right\rangle \tag{4.64}
\end{align*}
$$

The relevant fragmentary amplitude is the leading-in- $\hbar$ five-point one-loop amplitude, sometimes known as the "superclassical" part of the one-loop amplitude. Of course in this context this fragment of the amplitude is contributing precisely at classical order.

Now the full $\mathcal{O}_{\mu \nu \rho}$ should vanish at classical order. Since $\mathcal{O}_{\mu \nu \rho}^{(1)} \neq 0$, it must be that the second structure $\mathcal{O}_{\mu \nu \rho}^{(2)}$ cancels the contribution of eq. (4.64). We find that

$$
\begin{align*}
\mathcal{O}_{\mu \nu \rho}^{(2)} & =2 \Re \sum_{\sigma= \pm 1}\left\langle\left\langle\int \mathrm{~d} \Phi(\bar{k}) \hat{\mathrm{d}}^{4} \bar{q}_{1} \hat{\mathrm{~d}}^{4} \bar{q}_{2} \hat{\mathrm{~d}}^{4} \bar{w}_{1} \hat{\mathrm{~d}}^{4} \bar{w}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{q}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{q}_{2}\right) \hat{\delta}\left(2 p_{1} \cdot \bar{w}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{w}_{2}\right)\right.\right. \\
& \times \bar{q}_{\mu} \hat{\delta}^{4}\left(\bar{k}+\bar{q}_{1}+\bar{q}_{2}\right) \hat{\delta}^{4}\left(\bar{q}_{1}+\bar{q}_{2}-\bar{w}_{1}-\bar{w}_{2}\right) \bar{k}_{[\nu} \varepsilon_{\rho]}^{* \sigma}(k) e^{-i\left(\bar{k} \cdot x+\bar{q}_{1} \cdot b\right)} \\
& \left.\left.\times \mathcal{A}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+w_{1}, p_{2}+w_{2}, k^{\sigma}\right) \mathcal{A}_{4,0}^{(0)}\left(p_{1}+w_{1}, p_{2}+w_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}\right)\right\rangle\right\rangle \tag{4.65}
\end{align*}
$$

Comparing eq. (4.64) and eq. (4.65), the condition for vanishing $\mathcal{O}$ is

$$
\begin{align*}
& i \mathcal{A}_{5,0}^{(1)}\left(p_{1} p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \\
& =-\int \hat{\mathrm{d}}^{4} \bar{w}_{1} \hat{\mathrm{~d}}^{4} \bar{w}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{w}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{w}_{2}\right) \hat{\delta}^{4}\left(\bar{q}_{1}+\bar{q}_{2}-\bar{w}_{1}-\bar{w}_{2}\right) \\
& \quad \times \mathcal{A}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+w_{1}, p_{2}+w_{2}, k^{\sigma}\right) \mathcal{A}_{4,0}^{(0)}\left(p_{1}+w_{1}, p_{2}+w_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}\right) . \tag{4.66}
\end{align*}
$$

Thus the dominant part of the five-point one-loop amplitude is given by the tree five-point and tree four-point amplitudes; as we checked explicitly in appendix G.

Clearly this explicit example is one among an infinite set of relationships. Variances involving one field strength operator and two momenta will lead to relationships
among two-loop five-point amplitudes and the product of one five-point tree and two four-point trees. We can continue, in principle, as far as we wish generating similar relations. These negligible uncertainty relations generalise the well-known relations between multiloop four-point amplitudes required for eikonal exponentiation. Indeed consideration of expectations such as

$$
\begin{equation*}
\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{P}_{\mu_{1}} \mathbb{P}_{\mu_{2}} \cdots \mathbb{P}_{\mu_{n}} S\left|\psi_{\mathrm{in}}\right\rangle \simeq\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{P}_{\mu_{1}}\left|\psi_{\mathrm{in}}\right\rangle\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{P}_{\mu_{2}}\left|\psi_{\mathrm{in}}\right\rangle \cdots\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{P}_{\mu_{n}}\left|\psi_{\mathrm{in}}\right\rangle \tag{4.67}
\end{equation*}
$$

shows that there must be a relationship between the $n-1$ loop four-point amplitude and the product of $n$ tree amplitudes.

Thus we find a remarkable abundance of relationships between multiloop, multileg amplitudes, considered as Laurent series in $\hbar$, forced on us by the absence of uncertainty in the classical regime. These are a direct consequences of the radiative generalisation of the eikonal exponentiation we discussed in section 7.1.3.

As well as finding explicit relations between different fragmentary amplitudes, we can use similar ideas to determine the $\hbar$ scaling associated with fragments in the transfer expansion. The kinds of multiple cancellations of $\hbar$ powers we saw at six points must continue to occur at higher points. The reason again follows from considering expectations of products of more than two field-strength operators.

The arguments are based simply on counting powers of coupling and $\hbar$. We know that for the single expectation, at leading order, we have

$$
\begin{equation*}
\left\langle\mathbb{F}_{\mu \nu}\right\rangle \sim g^{3} . \tag{4.68}
\end{equation*}
$$

This means that we must also have $\left\langle\mathbb{F}^{n}\right\rangle \sim\left(g^{3}\right)^{n}$. Now we perform the KMOC analysis of $\left\langle\mathbb{F}^{n}\right\rangle$. Following the steps of the calculation earlier in section 4.2 .2 we find, schematically, that

$$
\begin{equation*}
\left\langle\mathbb{F}^{n}\right\rangle \sim \hbar^{3 n / 2+2} \int \mathcal{A}_{4+n} \tag{4.69}
\end{equation*}
$$

These relations allow us to deduce two things. Firstly the relevant fragment of the complete amplitude $\mathcal{A}_{4+n}$ must scale as $\hbar^{-3 n / 2-2}$. Secondly this fragment must have $3 n$ powers of the coupling $g$ - this corresponds to having $n-1$ loops. From this we can also infer the scaling of all other loop and tree amplitudes, in the classical limit, since each loop contributes an extra factor of $\hbar^{-1}$. In particular the tree scaling will be

$$
\begin{equation*}
\mathcal{A}_{4+n, 0} \sim \hbar^{-n / 2-3} \tag{4.70}
\end{equation*}
$$

This is consistent with the scaling we computed above for six points ( $n=2$ ), and we have also checked explicitly at seven points. It is interesting to see how these two very simple power counting arguments have completely constrained the $\hbar$ scaling of all $2 \rightarrow 2+n$ amplitudes.

### 4.3 Localized observables I: waveform and Newman-Penrose scalars

In the section 4.1, we built on [166] to analyze what we may call global observables, requiring an array of detectors covering the celestial sphere at infinity in order to measure the quantity. This is most manifest for the total radiated momentum, defined by eq. (3.33) of [166],

$$
\begin{equation*}
R^{\mu} \equiv\left\langle k^{\mu}\right\rangle=\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{K}^{\mu} S\left|\psi_{\text {in }}\right\rangle=\left\langle\psi_{\text {in }}\right| T^{\dagger} \mathbb{K}^{\mu} T\left|\psi_{\text {in }}\right\rangle \tag{4.71}
\end{equation*}
$$

Even in electromagnetic scattering, achieving $4 \pi$ coverage would make this a challenging measurement. In the gravitational context, where we would be looking to detect emission from scattering of distant black holes, such a measurement would be hopelessly impractical. Instead, we turn to what we may call local observables, which can be measured with a localized detector, albeit still sitting somewhere on the celestial sphere, say at $x$. The paradigm for such a measurement is that of the waveform $W(t, \hat{\boldsymbol{n}} ; x)$ of radiation emitted during a scattering event in direction $\hat{\boldsymbol{n}}$ from an event at the coordinate origin. (That is, we adopt the convention that $-\hat{\boldsymbol{n}}$ points back from the observer towards the scattering event.) We will focus on electromagnetic radiation here, but much of the formalism will carry over to the gravitational case. Let us keep in mind that we will be interested in several detectors, all nearby $x$, though with separations that are completely negligible compared to the distance from the origin.

Local observables have a general structure which, as we will see, is determined by some source (the scattering event) and the propagation of messengers over very large distances. In fact it is convenient to break up our discussion of these observables along these lines. Here we will discuss this overall structure in more detail, with a focus on the crucial aspect of propagation. In the following sections, we will then extract general expressions for local observables from quantum field theory, and connect to the Newman-Penrose formalism. Then we will examine global observables in cases where a classical wave scatters off a massive particle before turning to the physically important case where two massive particles scatter and radiate.

It will be easier to discuss and manipulate the Fourier transform of the waveform with respect to time. We will refer to this as the spectral waveform $f(\omega, \hat{\boldsymbol{n}} ; x)$ :

$$
\begin{equation*}
f(\omega, \hat{\boldsymbol{n}} ; x)=\int_{-\infty}^{+\infty} \mathrm{d} t W(t, \hat{\boldsymbol{n}} ; x) e^{i \omega t} . \tag{4.72}
\end{equation*}
$$

Given a result for the spectral waveform, we can of course recover the time-dependent waveform via an inverse Fourier transform. Because we are interested in radiation produced by long-range forces, the idealized waveforms for the scattering processes we will consider stretch infinitely far back and forward in time. The idealization is implicit in the infinite limits for the integral in eq. (4.72). In an actual measurement, however, the waveform would be below the noise floor of the detector for all times before a 'signal start time' preceding the moment of closest approach, and likewise for all times after a 'signal end time' following that moment. We can then take the theoretical waveforms to be approximations to actual ones cut off at the start and end times. Label the interval between the two by $\Delta t_{s}$.

Let us imagine that the point of closest approach during the scattering event is at the coordinate origin, $(t, \mathbf{x})=(0, \mathbf{0})$. When a massless wave scatters off a point particle, the wave may overlap the particle; we take a suitable event of maximum overlap as the origin. We can treat the scattering as occurring in a box of temporal length $\Delta t_{s}$, and of spatial size $\Delta x_{s}$. Radiation is emitted inside the box during the scattering event, and then spreads out. We will take an (idealized) measurement of the radiation in some direction $\hat{\boldsymbol{n}}$, at a much later time and at a point very far away in that direction. The details of the scattering - the particles' interaction and spins - will determine the radiation emitted inside the box. Modifying those details could radically change the emission. Those details, however, will have no effect on the propagation of the radiation out to the distant measuring apparatus. Only the spin of the radiated field can have any effect. We thus expect the form of the result to be a Green's function convoluted with a source. More precisely, given that we have only outgoing radiation, we expect a retarded Green's function $G_{\text {ret }}$. We can then expand
the Green's function in the large-distance limit to obtain the connection between the observable and the emitted radiation inside the box.

The details of the scattering inside the box around $(0, \boldsymbol{0})$ define a current for our radiation. In a real-world context, we are interested in electromagnetic or gravitational radiation, but we can equally well treat the case of (massless) scalar radiation as well. The details of the scattering inside the box give rise to a wavenumber-space fieldstrength current, $\widetilde{J}_{\boldsymbol{\mu}}(\bar{k})$, where the notation $\boldsymbol{\mu}$ denotes a number of indices appropriate to the radiated messenger: none for a scalar, two for a photon, and four for a graviton,

$$
\begin{array}{cl}
\widetilde{J}(\bar{k}): & \text { scalar, } \\
\widetilde{J}_{\mu \nu}(\bar{k}): & \text { electromagnetism, }  \tag{4.73}\\
\widetilde{J}_{\mu \nu \rho \sigma}(\bar{k}): & \text { gravity }
\end{array}
$$

In a slight abuse of language, we will refer to these quantities simply as currents. They will satisfy appropriate conservation conditions. We will later obtain an expression for such a current in terms of scattering amplitudes.

Given this current, the usual position-space current can of course be obtained by taking a Fourier transform,

$$
\begin{equation*}
J_{\mu}(x)=\int \hat{\mathrm{d}}^{4} \bar{k} \widetilde{J}_{\mu}(\bar{k}) e^{-i \bar{k} \cdot x} \tag{4.74}
\end{equation*}
$$

Clearly we can also write $\widetilde{J}_{\mu}(\bar{k})$ in terms of $J_{\mu}(x)$ via an inverse transform,

$$
\begin{equation*}
\widetilde{J}_{\boldsymbol{\mu}}(\bar{k})=\int \mathrm{d}^{4} x J_{\boldsymbol{\mu}}(x) e^{i \bar{k} \cdot x} \tag{4.75}
\end{equation*}
$$

Both of these forms of the current will be helpful for us below.
We obtain an $x$-dependent radiation observable in the general form,

$$
\begin{equation*}
R_{\mu}(x)=i \int \mathrm{~d} \Phi(\bar{k})\left[\widetilde{J}_{\mu}(\bar{k}) e^{-i \bar{k} \cdot x}-\widetilde{J}_{\boldsymbol{\mu}}^{*}(\bar{k}) e^{+i \bar{k} \cdot x}\right] \tag{4.76}
\end{equation*}
$$

that is, as an integral of the source $\widetilde{J}_{\mu}(\bar{k})$ over the on-shell massless phase space for the radiated messenger. Examples will include expectations of hermitian operators, such as the field-strength operator in electromagnetism, or the Riemann tensor in gravity.

The hermiticity properties of our radiation observables is manifest in eq. (4.76). But notice that the observables are defined as integrals over positive frequencies $\bar{k}^{0} \geq$ 0 . Yet in writing the innocuous-seeming Fourier transform in eq. (4.74), we have assumed knowledge of the current for both positive and negative frequency. So we must fill a gap: what do we mean by the current for negative frequency? In fact, the reality condition provides the necessary information. Our currents are real in position space, and we may note that,

$$
\begin{equation*}
J_{\boldsymbol{\mu}}(x)=\int \hat{\mathrm{d}}^{4} \bar{k} \theta\left(\bar{k}^{0}\right)\left[\widetilde{J}_{\boldsymbol{\mu}}(\bar{k}) e^{-i \bar{k} \cdot x}+\widetilde{J}_{\boldsymbol{\mu}}(-\bar{k}) e^{i \bar{k} \cdot x}\right] \tag{4.77}
\end{equation*}
$$

The reality condition then leads to the relation,

$$
\begin{equation*}
\widetilde{J}_{\boldsymbol{\mu}}(-\bar{k})=\widetilde{J}_{\boldsymbol{\mu}}^{*}(\bar{k}) . \tag{4.78}
\end{equation*}
$$

We use this relation to define the current for negative frequency.
A key simplification arises because the source event, occurring in our box, is
sourced in a comparatively localized region compared to the very large propagation distance of the outgoing radiation. To access this simplification, we follow a well-trodden path by rewriting our radiation observables as integrals over the spatial extent of the source. Thus, we express the observable of eq. (4.76) in terms of the spatial current $J_{\boldsymbol{\mu}}(x)$, yielding

$$
\begin{equation*}
R_{\mu}(x)=i \int \mathrm{~d} \Phi(\bar{k}) \mathrm{d}^{4} y J_{\mu}(y)\left[e^{-i \bar{k} \cdot(x-y)}-e^{+i \bar{k} \cdot(x-y)}\right] \tag{4.79}
\end{equation*}
$$

Next, we interchange orders of integration. Judicious forethought reveals the combination of phase space integrals to be a difference of retarded and advanced Green's functions,

$$
\begin{equation*}
R_{\mu}(x)=\int \mathrm{d}^{4} y J_{\mu}(y)\left[G_{\mathrm{ret}}(x-y)-G_{\mathrm{adv}}(x-y)\right] \tag{4.80}
\end{equation*}
$$

In the far future, where the observer measures the wavetrain emitted from the scattering event, $G_{\text {adv }}$ will vanish. Put in an explicit form for $G_{\text {ret }}$, and switch back to the wavenumber-space current in order to make the complete dependence of the integrand on $x$ and $y$ manifest. The result is,

$$
\begin{align*}
R_{\boldsymbol{\mu}}(x) & =\int \hat{\mathrm{d}} \omega \hat{d}^{3} \overline{\boldsymbol{k}} d^{4} y \widetilde{J}_{\boldsymbol{\mu}}(\bar{k}) e^{-i \bar{k} \cdot y} \frac{\delta\left(x^{0}-y^{0}-|\boldsymbol{x}-\boldsymbol{y}|\right)}{4 \pi|\boldsymbol{x}-\boldsymbol{y}|}  \tag{4.81}\\
& =\int \hat{\mathrm{d}} \omega \hat{d}^{3} \overline{\boldsymbol{k}} d^{3} \boldsymbol{y} \widetilde{J}_{\boldsymbol{\mu}}(\bar{k}) \frac{e^{-i \omega x^{0}} e^{+i \omega|\boldsymbol{x}-\boldsymbol{y}|} e^{+i \bar{k} \cdot \boldsymbol{y}}}{4 \pi|\boldsymbol{x}-\boldsymbol{y}|}
\end{align*}
$$

Notice that the integral is now over all wavenumbers. We have split the fourdimensional momentum integration into integrals over spatial and frequency components for later convenience.

From the earlier discussion, we know that $J_{\mu}(y)$ is concentrated around $y \simeq 0$, whereas $x$ is far away $(x \gg y)$. Accordingly we can expand the integrand there, using,

$$
\begin{align*}
|\boldsymbol{x}-\boldsymbol{y}| & \sim\left[\boldsymbol{x}^{2}-2 \boldsymbol{x} \cdot \boldsymbol{y}\right]^{1 / 2} \\
& \sim|\boldsymbol{x}|\left(1-\frac{\hat{\boldsymbol{n}} \cdot \boldsymbol{y}}{|\boldsymbol{x}|}\right) \tag{4.82}
\end{align*}
$$

We must be careful in performing this expansion: while it is sufficient to retain the leading term in the denominator, we must retain formally subleading terms that contribute to nontrivial phases. Even in those exponents, we can of course still drop terms beyond the subleading, as they give rise to no nontrivial phases.

Substituting the expansion in eq. (4.82) into eq. (4.81), we obtain,

$$
\begin{equation*}
R_{\boldsymbol{\mu}}(x)=\int \hat{\mathrm{d}} \omega \hat{d}^{3} \overline{\boldsymbol{k}} d^{3} \boldsymbol{y} \widetilde{J}_{\boldsymbol{\mu}}(\bar{k}) \frac{e^{-i \omega x^{0}} e^{+i \omega|\boldsymbol{x}|} e^{-i \omega \hat{\boldsymbol{n}} \cdot \boldsymbol{y}} e^{+i \overline{\boldsymbol{k}} \cdot \boldsymbol{y}}}{4 \pi|\boldsymbol{x}|} \tag{4.83}
\end{equation*}
$$

performing in turn the $\boldsymbol{y}$ and $\boldsymbol{k}$ integrals, we finally obtain,

$$
\begin{align*}
R_{\mu}(x) & =\frac{(2 \pi)^{3}}{4 \pi|\boldsymbol{x}|} \int \hat{\mathrm{d}} \omega \hat{\mathrm{~d}}^{3} \overline{\boldsymbol{k}} \widetilde{J}_{\boldsymbol{\mu}}(\bar{k}) e^{-i \omega x^{0}} e^{+i \omega|\boldsymbol{x}|} \delta^{3}(\overline{\boldsymbol{k}}-\omega \hat{\boldsymbol{n}})  \tag{4.84}\\
& =\frac{1}{4 \pi|\boldsymbol{x}|} \int \hat{\mathrm{d}} \omega \widetilde{J}_{\boldsymbol{\mu}}(\omega, \omega \hat{\boldsymbol{n}}) e^{-i \omega\left(x^{0}-|\boldsymbol{x}|\right)} .
\end{align*}
$$

We can thus identify the waveform with the coefficient of the leading-power term $|x|^{-1}$,

$$
\begin{equation*}
W_{\boldsymbol{\mu}}(t, \hat{\boldsymbol{n}} ; x)=\frac{1}{4 \pi} \int \hat{\mathrm{~d}} \omega \widetilde{J}_{\boldsymbol{\mu}}(\omega, \omega \hat{\boldsymbol{n}}) e^{-i \omega\left(x^{0}-|\boldsymbol{x}|\right)} \tag{4.85}
\end{equation*}
$$

In this equation, $t$ represents the observer's clock time. We could take it to be $x^{0}$, or $x^{0}-|\boldsymbol{x}|$, or some other convenient time. We must nonetheless retain the separate dependence on $x^{0}$ and $|\boldsymbol{x}|$, because these quantities will differ between the cluster of nearby observers in which we are interested. That is, the absolute phase of the waveform at any given observer's location is not measurable and is therefore irrelevant, but the relative phases between nearby observers are measurable.

Choosing $t=x^{0}-|\boldsymbol{x}|$, the corresponding spectral waveform is then simply,

$$
\begin{equation*}
f_{\mu}(\omega, \hat{\boldsymbol{n}})=\frac{1}{4 \pi} \widetilde{J}_{\mu}(\omega, \omega \hat{\boldsymbol{n}}) . \tag{4.86}
\end{equation*}
$$

More precisely, eq. (4.86) is the waveform for positive frequencies. For negative frequencies, the waveform follows from eq. (4.78),

$$
\begin{equation*}
f_{\boldsymbol{\mu}}(\omega, \hat{\boldsymbol{n}})=\frac{1}{4 \pi} \widetilde{J}_{\boldsymbol{\mu}}^{*}(-\omega,-\omega \hat{\boldsymbol{n}}) \tag{4.87}
\end{equation*}
$$

notice that $-\omega$ is now positive. In both cases, once we know the current $\widetilde{J}_{\mu}(\bar{k})$, we can immediately write down the spectral waveform.

As we have seen, the waveform is directly related to the current $\widetilde{J}_{\mu}(\bar{k})$ generated by the scattering event. We must choose a specific local radiation observable to determine this current using its definition, eq. (4.76). In this section we will study examples in both electrodynamics and gravity.

Let us begin with a simple case: the field-strength tensor in electrodynamics. We choose an observer at $x$, in the far future of the event, equipped to measure the expectation value of the electric and magnetic field at the point $x$. The observable is therefore,

$$
\begin{equation*}
F_{\mu \nu}=\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{F}_{\mu \nu}(x) S\left|\psi_{\text {in }}\right\rangle, \tag{4.88}
\end{equation*}
$$

where (as usual) $\left|\psi_{\text {in }}\right\rangle$ is the incoming state in the far past. In principle, we can also use $\left|\psi_{w}\right\rangle$ as our incoming state to study the scattered radiation field in a Thomson scattering process, but in the following we will restrict ourselves to the two-body problem.

Inserting the expression for the field-strength tensor of eq. (2.40) into this expectation value, and converting to integrals over wavenumbers, we learn that,

$$
\begin{align*}
\left\langle F_{\mu \nu}^{\text {out }}(x)\right\rangle=-i \hbar^{3 / 2} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(\bar{k}) & {\left[\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu}^{\mu} \varepsilon_{\nu]}^{*, \sigma}(\bar{k}) e^{-i \bar{k} \cdot x}\right.}  \tag{4.89}\\
& \left.-\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}^{\dagger}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu}^{\mu} \varepsilon_{\nu]}^{\sigma}(\bar{k}) e^{+i \bar{k} \cdot x}\right]
\end{align*}
$$

where we have again dropped the 'in' subscript, leaving it implicit in the rest of our discussion.

We now see the virtue of our definition of the general class of radiation observables in eq. (4.76). Evidently the expectation value $\left\langle F_{\mu \nu}^{\text {out }}(x)\right\rangle$ is of precisely this form, and
we can read off the current $\widetilde{J}_{\mu \nu}(\bar{k})$ as

$$
\begin{equation*}
\widetilde{J}_{\mu \nu}(\bar{k})=-\hbar^{3 / 2} \sum_{\sigma= \pm 1}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}(\bar{k}) \tag{4.90}
\end{equation*}
$$

The discussion of the previous section therefore applies, and we see from eq. (4.86) that the corresponding spectral waveform is,

$$
\begin{equation*}
f_{\mu \nu}(\omega, \hat{\boldsymbol{n}})=-\left.\frac{1}{4 \pi} \hbar^{3 / 2} \sum_{\sigma= \pm 1}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu}^{\mu} \varepsilon_{\nu]}^{* \sigma}(\bar{k})\right|_{\bar{k}=(\omega, \omega \hat{\boldsymbol{n}})} \tag{4.91}
\end{equation*}
$$

for positive frequency $(\omega>0)$. For negative frequency $(\omega<0)$ the waveform is,

$$
\begin{equation*}
f_{\mu \nu}(\omega, \hat{\boldsymbol{n}})=-\left.\frac{1}{4 \pi} \hbar^{3 / 2} \sum_{\sigma= \pm 1}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}^{\dagger}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu}^{\mu} \varepsilon_{\nu]}^{\sigma}(\bar{k})\right|_{\bar{k}=-(\omega, \omega \hat{\boldsymbol{n}})} \tag{4.92}
\end{equation*}
$$

This result holds to all orders in perturbation theory.
It is straightforward to extend this result to gravity. We work in Einstein gravity, and assume that the spacetime is asymptotically Minkowskian. In this case our observer at $x$ is very far from the source of gravitational waves, and is equipped to measure the expectation value of the local spacetime curvature $\left\langle R_{\mu \nu \rho \sigma}^{\text {out }}(x)\right\rangle$. The corresponding spectral waveform is nothing but the double copy of eq. (4.91),

$$
\begin{equation*}
f_{\mu \nu \rho \xi}(\omega, \hat{\boldsymbol{n}})=\left.\frac{i \kappa}{4 \pi} \hbar^{3 / 2} \sum_{\sigma= \pm 2}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{\sigma}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu}^{\mu} \varepsilon_{\nu]}^{*, \sigma}(\bar{k}) \bar{k}_{[\rho}^{\mu} \varepsilon_{\xi]}^{*, \sigma}(\bar{k})\right|_{\bar{k}=(\omega, \omega \hat{\boldsymbol{n}})}, \tag{4.93}
\end{equation*}
$$

for $\omega>0$. In this equation, the operator $a_{\sigma}(k)$ annihilates perturbative gravitational states. We have included a factor $\kappa / 2$ so that the Riemann tensor has the conventional normalization. Noting that the metric perturbation falls off as inverse distance, it follows that non-linear terms in the Riemann tensor produce corrections which fall off faster than inverse distance. Consequently, we have neglected them. Notice that all possible traces of eq. (4.93) vanish, consistent with the fact that the Riemann tensor in vacuum equals the Weyl tensor. The waveform for negative frequency is,

$$
\begin{equation*}
f_{\mu \nu \rho \xi}(\omega, \hat{\boldsymbol{n}})=-\left.\frac{i \kappa}{4 \pi} \hbar^{3 / 2} \sum_{\sigma= \pm 2}\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} a_{\sigma}^{\dagger}(k) S\left|\psi_{\text {in }}\right\rangle \bar{k}_{[\mu}^{\mu} \varepsilon_{\nu]}^{\sigma}(\bar{k}) \bar{k}_{[\rho}^{\mu} \varepsilon_{\xi]}^{\sigma}(\bar{k})\right|_{\bar{k}=-(\omega, \omega \hat{\boldsymbol{n}})} \tag{4.94}
\end{equation*}
$$

The Lorentz indices on these observables reflects the tensor structure of electrodynamics and gravity. In both cases, however, there are only two possible polarizations of the outgoing radiation. It is helpful to project the waveform onto one of these polarizations. Classically, a convenient way to do so is to use the Newman-Penrose (NP) [251] formalism, which is intimately connected to the spinor-helicity method of scattering amplitudes [106, 181, 252]. We can adopt the same idea in the present context. For us, a simple route to the NP formalism is to pick a complex basis of vectors which is aligned with our setup. We choose the vectors ${ }^{5}$

$$
\begin{equation*}
L^{\mu}=\bar{k}^{\mu} / \omega=(1, \hat{\boldsymbol{n}})^{\mu}, \quad N^{\mu}=\zeta^{\mu}, \quad M^{\mu}=\varepsilon_{+}^{\mu}, \quad M^{* \mu}=\varepsilon_{-}{ }^{\mu} \tag{4.95}
\end{equation*}
$$

The null vector $\zeta^{\mu}$ is simply a gauge choice, satisfying $\zeta \cdot \varepsilon_{ \pm}(k)=0$ and $L \cdot N=L \cdot \zeta=1$. Furthermore note that $M \cdot M^{*}=-1$. The scaling of the NP vector $L$ ensures that it

[^25]does not depend on frequency $\omega$, and is dimensionless. Indeed the polarization vectors $\varepsilon_{ \pm}(k)$ do not depend on the scaling of $\bar{k}$ so they are also independent of frequency. These vectors therefore make sense as a spacetime basis, not merely as a basis in Fourier space.

It is easy to check that the only non-zero components of $f_{\mu \nu}$ in the NP basis are $f_{\mu \nu} M^{* \mu} N^{\nu}$ and $f_{\mu \nu} M^{\mu} N^{\nu}$. These are the leading radiative NP scalar, traditionally [253] denoted $\Phi_{2}^{0}$, and its conjugate. We can write these NP scalars as Fourier transforms:

$$
\begin{equation*}
\Phi_{2}^{0}(t, \hat{\boldsymbol{n}})=\int \hat{\mathrm{d}} \omega e^{-i \omega t} \tilde{\Phi}_{2}^{0}(\omega, \hat{\boldsymbol{n}}) \tag{4.96}
\end{equation*}
$$

Notice that we commuted the NP basis vectors through the frequency integration sign. This is permissible as the basis vectors are independent of frequency. For positive frequency $\omega$, we find,

$$
\begin{equation*}
\tilde{\Phi}_{2}^{0}(\omega, \hat{\boldsymbol{n}})=-\left.\frac{\omega}{4 \pi} \hbar^{3 / 2}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{-}(k) S\left|\psi_{\text {in }}\right\rangle\right|_{\bar{k}=(\omega, \omega \hat{\boldsymbol{n}})}, \tag{4.97}
\end{equation*}
$$

while for negative frequency, the corresponding expression reads,

$$
\begin{equation*}
\tilde{\Phi}_{2}^{0}(\omega, \hat{\boldsymbol{n}})=+\left.\frac{\omega}{4 \pi} \hbar^{3 / 2}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{+}^{\dagger}(k) S\left|\psi_{\text {in }}\right\rangle\right|_{\hat{k}=-(\omega, \omega \hat{\boldsymbol{n}})} . \tag{4.98}
\end{equation*}
$$

Combining these results, we find that the time-domain NP scalar is,

$$
\begin{align*}
\Phi_{2}^{0}(t, \hat{\boldsymbol{n}})=-\frac{\hbar^{3 / 2}}{4 \pi} \int \hat{\mathrm{~d}} \omega \Theta(\omega) \omega & {\left[e^{-i \omega t}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{-}(k) S\left|\psi_{\text {in }}\right\rangle\right.}  \tag{4.99}\\
& \left.+e^{+i \omega t}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{+}^{\dagger}(-k) S\left|\psi_{\text {in }}\right\rangle\right]\left.\right|_{\bar{k}=(\omega, \omega \hat{\boldsymbol{n}})}
\end{align*}
$$

In gravity, the corresponding radiative NP scalar is defined by

$$
\begin{equation*}
\Psi_{4}(x)=-N_{\mu} M_{\nu}^{*} N_{\rho} M_{\xi}^{*}\left\langle W^{\mu \nu \rho \xi}(x)\right\rangle, \tag{4.100}
\end{equation*}
$$

where $W^{\mu \nu \rho \xi}(x)$ is the Weyl tensor, equal to the Riemann tensor in our case. Expanded at large distances, the leading term in the NP scalar is $\Psi_{4}^{0}$ :

$$
\begin{equation*}
\Psi_{4}(x)=\frac{1}{|\boldsymbol{x}|} \Psi_{4}^{0}+\cdots . \tag{4.101}
\end{equation*}
$$

This object is directly relevant to gravitational waveforms [24, 25, 254]. We find that the spectral version of the NP scalar is,

$$
\begin{equation*}
\tilde{\Psi}_{4}^{0}(\omega, \hat{\boldsymbol{n}})=-\left.i \frac{\kappa \omega^{2}}{8 \pi} \hbar^{3 / 2}\left\langle\psi_{\text {in }}\right| S^{\dagger} a_{--}(k) S\left|\psi_{\text {in }}\right\rangle\right|_{\bar{k}=(\omega, \omega \hat{\boldsymbol{n}})}, \tag{4.102}
\end{equation*}
$$

for positive $\omega$. Let us emphasize once again that these results hold to all orders of perturbation theory.

NP scalars are particularly well-suited for comparison with helicity amplitudes in quantum field theory. However, they may be slightly less familiar than the more elementary field strengths; field strengths also have the virtue of being hermitian quantities. Therefore, we will also study the expectation of the radiative field-strength tensor in perturbation theory. This entails rewriting the scattering matrix in terms of
the transition matrix $T, S=1+i T$,

$$
\begin{align*}
\left\langle F_{\mu \nu}^{\text {out }}(x)\right\rangle & =\left\langle\psi_{\text {in }}\right|\left(1-i T^{\dagger}\right) \mathbb{F}_{\mu \nu}(x)(1+i T)\left|\psi_{\text {in }}\right\rangle \\
& =\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle+2 \Re i\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x) T\left|\psi_{\text {in }}\right\rangle+\left\langle\psi_{\text {in }}\right| T^{\dagger} \mathbb{F}_{\mu \nu}(x) T\left|\psi_{\text {in }}\right\rangle \tag{4.103}
\end{align*}
$$

As we will see in section 4.6 , there can be disconnected contributions to such radiative observables which start at order $\mathcal{O}(g)$ as shown in [178]. Nevertheless, those are related to a gauge choice at null infinity (i.e. to the choice BMS frame) and they come from degenerate amplitude contributions which have support on the zero-energy kinematics for the messenger. In the following, we will avoid this subtlety and we will focus only on the connected contribution. The first term in eq. (4.103) is the expectation value of the field strength due to any incoming radiation which may be present in $\left|\psi_{\text {in }}\right\rangle$; the following term is linear in amplitudes, and thus of $\mathcal{O}\left(g^{3}\right)$ (or higher); the last term is quadratic in amplitudes (or equivalently, linear in a cut amplitude), and contains terms of $\mathcal{O}\left(g^{5}\right)$ and higher. Please see Fig. (4.5) for a pictorial representation of these different contributions.


Figure 4.5: The waveform receives a linear and a quadratic contributions from scattering amplitudes, as a consequence of unitarity.

Using unitarity, we can rewrite eq. (4.103),

$$
\begin{equation*}
\left\langle F_{\mu \nu}^{\text {out }}(x)\right\rangle=\left\langle\psi_{\text {in }}\right| \mathbb{F}_{\mu \nu}(x)\left|\psi_{\text {in }}\right\rangle+i\left\langle\psi_{\text {in }}\right|\left[\mathbb{F}_{\mu \nu}(x), T\right]\left|\psi_{\text {in }}\right\rangle+\left\langle\psi_{\text {in }}\right| T^{\dagger}\left[\mathbb{F}_{\mu \nu}(x), T\right]\left|\psi_{\text {in }}\right\rangle \tag{4.104}
\end{equation*}
$$

The commutator in the second term of this expression is reminiscent of the form of the impulse $\Delta p$ (although in case of the field strength, the first term above need not vanish). This second form of the field strength can be both instructive and useful, but it has a slight disadvantage that reality properties are somewhat obscured compared to eq. (4.103). When taking the classical limit, we are interested in the leading term in the large-distance expansion as well; for such radiation observables, we will understand the $\langle\langle\cdots\rangle\rangle$ notation to impose that expansion as well.

### 4.3.1 Emission waveform in scalar QED

We turn now to photon emission in the scattering of two charged point particles. At leading order in perturbation theory, only the second term in eq. (4.103) contributes. The connected contribution will be of order $\mathcal{O}\left(g^{3}\right)$, whereas the second term will be
of $\mathcal{O}\left(g^{5}\right)$. If we now substitute eq. (2.40), along with eq. (2.9) for the initial-state wavefunction for the scattering particles into the first term of eq. (4.103), we obtain,

$$
\begin{align*}
\left\langle F^{\mu \nu}(x)\right\rangle_{1}=\frac{2}{\hbar^{3 / 2}} \Re \sum_{\sigma= \pm 1} & \int \mathrm{~d} \Phi\left(p_{1}, p_{2}, p_{1}^{\prime}, p_{2}^{\prime}, k\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi\left(p_{1}, p_{2}\right) \psi^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \\
& \times k^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| a_{\sigma}(k) T\left|p_{1} p_{2}\right\rangle \\
=\frac{2}{\hbar^{3 / 2}} \Re \sum_{\sigma= \pm 1} & \int \mathrm{~d} \Phi\left(p_{1}, p_{2}, p_{1}^{\prime}, p_{2}^{\prime}, k\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi\left(p_{1}, p_{2}\right) \psi^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \\
& \times k^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right| T\left|p_{1} p_{2}\right\rangle \tag{4.105}
\end{align*}
$$

We can identify the matrix element as a five-point amplitude,

$$
\begin{equation*}
\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right| T\left|p_{1} p_{2}\right\rangle=\mathcal{A}_{5}\left(p_{1}, p_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \delta^{4}\left(p_{1}+p_{2}-p_{1}^{\prime}-p_{2}^{\prime}-k\right) \tag{4.106}
\end{equation*}
$$

At leading order, we replace the amplitude by its leading order contribution, given by a tree-level expression. To compute the required waveform, we must identify the expectation of $F^{\mu \nu}(x)$ as the spatial current $J_{\mu}(x)$ in eq. (4.74)-(4.75), and via eq. (4.75), in eq. (4.85).

Beyond leading order, the expectation of $F^{\mu \nu}(x)$ will receive higher-order contributions to the amplitudes in eq. (4.106), alongside contributions from the last term in eq. (4.104),

$$
\begin{align*}
\left\langle F^{\mu \nu}(x)\right\rangle_{2}=-\frac{i}{\hbar^{3 / 2}} \sum_{\sigma= \pm 1} & \int \mathrm{~d} \Phi\left(p_{1}, p_{2}, p_{1}^{\prime}, p_{2}^{\prime}, k\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi\left(p_{1}, p_{2}\right) \psi^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \\
\times & {\left[k^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger} a_{\sigma}(k) T\left|p_{1} p_{2}\right\rangle\right.} \\
& \left.-k^{[\mu} \varepsilon^{(\sigma) \nu]}(k) e^{+i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger} a_{\sigma}^{\dagger}(k) T\left|p_{1} p_{2}\right\rangle\right] \tag{4.107}
\end{align*}
$$

Insert a complete set of states to the right of each $T^{\dagger}$,

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| T^{\dagger} \mathbb{F}^{\mu \nu} T\left|\psi_{\text {in }}\right\rangle=\sum_{X} \int \mathrm{~d} \Phi\left(r_{1}\right) \mathrm{d} \Phi\left(r_{2}\right)\left\langle\psi_{\text {in }}\right| T^{\dagger}\left|r_{1} r_{2} X\right\rangle\left\langle r_{1} r_{2} X\right| \mathbb{F}^{\mu \nu} T\left|\psi_{\text {in }}\right\rangle \tag{4.108}
\end{equation*}
$$

where the sum over $X$ is over all states, including no additional particles, and includes an implicit integral over momenta of any particles in $X$ and a sum over any other quantum numbers. As in [166], we assume that each of the incoming massive particles carries a separately conserved global charge, so that each intermediate state has one net particle of each type. We can ignore additional particle-antiparticle pairs of the massive particles, as these contributions will disappear in the classical limit. As there are no messengers in the initial state, and hence no coherent states, there is no need to sum over arbitrary numbers of messengers. Accordingly, we do not need to switch
to a coherent-friendly representation in eq. (4.5) of the $T$ matrix. We obtain,

$$
\begin{align*}
&\left\langle F^{\mu \nu}(x)\right\rangle_{2}=-\frac{i}{\hbar^{3 / 2}} \sum_{X} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi\left(r_{1}, r_{2}, p_{1}, p_{2}, p_{1}^{\prime}, p_{2}^{\prime}, k\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi\left(p_{1}, p_{2}\right) \psi^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \\
& \times\left[k^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger}\left|r_{1} r_{2} X\right\rangle\left\langle r_{1} r_{2} X\right| a_{\sigma}(k) T\left|p_{1} p_{2}\right\rangle\right. \\
&\left.-k^{[\mu} \varepsilon^{(\sigma) \nu]}(k) e^{+i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger}\left|r_{1} r_{2} X\right\rangle\left\langle r_{1} r_{2} X\right| a_{\sigma}^{\dagger}(k) T\left|p_{1} p_{2}\right\rangle\right] \\
&=-\frac{i}{\hbar^{3 / 2}} \sum_{X} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi\left(r_{1}, r_{2}, p_{1}, p_{2}, p_{1}^{\prime}, p_{2}^{\prime}, k\right) e^{-i b \cdot\left(p_{1}^{\prime}-p_{1}\right) / \hbar} \psi\left(p_{1}, p_{2}\right) \psi^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \\
& \times\left[k^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger}\left|r_{1} r_{2} X\right\rangle\left\langle r_{1} r_{2} k^{\sigma} X\right| T\left|p_{1} p_{2}\right\rangle\right. \\
&\left.\quad-k^{[\mu} \varepsilon^{(\sigma) \nu]}(k) e^{+i k \cdot x / \hbar}\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T^{\dagger}\left|r_{1} r_{2} k^{\sigma} X\right\rangle\left\langle r_{1} r_{2} X\right| T\left|p_{1} p_{2}\right\rangle\right] \tag{4.109}
\end{align*}
$$

In the second term within brackets, the creation operator requires a photon in the intermediate state, and eliminates it from the bra. We then relabeled $X$ to exclude it. Note as well that at next-to-next-leading order and beyond, we necessarily require amplitudes with three incoming particles. These can just as easily be obtained by crossing. The term in eq. (4.109) has the interpretation of a cut of an amplitude, just as for the second term in the impulse in [166], as seen in eqs. $(3.26-3.31)$ therein.

### 4.3.2 The detected wave at leading order

The leading-order connected contribution to the waveform will arise at $\mathcal{O}\left(g^{3}\right)$, as described in the previous section. We apply the approach of [166] to eq. (4.105). Similarly to that reference, we define the momentum mismatches,

$$
\begin{align*}
& q_{1}=p_{1}^{\prime}-p_{1}  \tag{4.110}\\
& q_{2}=p_{2}^{\prime}-p_{2}
\end{align*}
$$

and trade the integrals over the $p_{i}^{\prime}$ for integrals over the $q_{i}$,

$$
\begin{align*}
& \left\langle F^{\mu \nu}(x)\right\rangle_{1}= \\
& \frac{2}{\hbar^{3 / 2}} \Re \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi\left(p_{1}\right) \mathrm{d} \Phi\left(p_{2}\right) \hat{\mathrm{d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \mathrm{~d} \Phi(k) \delta\left(2 p_{1} \cdot q_{1}+q_{1}^{2}\right) \delta\left(2 p_{2} \cdot q_{2}+q_{2}^{2}\right) \\
& \times e^{-i b \cdot q_{1} / \hbar} \Theta\left(p_{1}^{0}+q_{1}^{0}\right) \Theta\left(p_{2}^{0}+q_{2}^{0}\right) \psi\left(p_{1}\right) \psi^{*}\left(p_{1}+q_{1}\right) \psi\left(p_{2}\right) \psi^{*}\left(p_{2}+q_{2}\right) \\
& \times k^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i k \cdot x / \hbar} \mathcal{A}_{5}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k^{\sigma}\right) \delta^{4}\left(q_{1}+q_{2}+k\right) . \tag{4.111}
\end{align*}
$$

We can take the classical limit, and change to the required wavenumber variables for the $q_{i}$ and $k$,

$$
\begin{align*}
& \left\langle F^{\mu \nu}(x)\right\rangle_{1, \mathrm{cl}}= \\
& \frac{1}{2} g^{3}\left\langle\left\langle\hbar^{2} \Re \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(\bar{k}) \bar{k}^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i \bar{k} \cdot x}\right.\right. \\
& \left.\left.\quad \times \prod_{i=1,2} \int \hat{\mathrm{~d}}^{4} \bar{q}_{i} \delta\left(p_{i} \cdot \bar{q}_{i}\right) e^{-i b \cdot \bar{q}_{1}} \delta^{4}\left(\bar{q}_{1}+\bar{q}_{2}+\bar{k}\right) \mathcal{A}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+\hbar \bar{q}_{1}, p_{2}+\hbar \bar{q}_{2}, \hbar \bar{k}^{\sigma}\right)\right\rangle\right\rangle . \tag{4.112}
\end{align*}
$$

We have also extracted powers of $\hbar$ from the coupling, and dropped the $\hbar$-suppressed terms inside the on-shell delta functions as well as the positive-energy theta functions.

We recognize the inner integral in the second term as the radiation kernel defined in eq. (4.42) of [166] (after changing variables there $p_{i} \rightarrow p_{i}-\hbar \bar{w}_{i}$ and $\bar{w}_{i} \rightarrow-\bar{q}_{i}$ ),

$$
\begin{align*}
\mathcal{R}^{(0)}\left(\bar{k}^{\sigma} ; b\right) \equiv \hbar^{2} \prod_{i=1,2} \int \hat{\mathrm{~d}}^{4} \bar{q}_{i} \delta\left(p_{i} \cdot \bar{q}_{i}\right) & e^{-i b \cdot \bar{q}_{1}} \delta^{4}\left(\bar{q}_{1}+\bar{q}_{2}+\bar{k}\right) \\
& \times \mathcal{A}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+\hbar \bar{q}_{1}, p_{2}+\hbar \bar{q}_{2}, \hbar \bar{k}^{\sigma}\right) . \tag{4.113}
\end{align*}
$$

We have made the impact parameter an explicit argument here. At leading order, we can then write,

$$
\begin{equation*}
\left\langle F^{\mu \nu}(x)\right\rangle_{1, \mathrm{cl}}=\frac{1}{2} g^{3}\left\langle\left\langle\Re \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(\bar{k}) \bar{k}^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) e^{-i \bar{k} \cdot x} \mathcal{R}^{(0)}\left(\bar{k}^{\sigma} ; b\right)\right\rangle\right\rangle . \tag{4.114}
\end{equation*}
$$

The spectral waveform is then,

$$
\begin{align*}
f_{\mu \nu}(\omega, \hat{\boldsymbol{n}})=-\frac{i g^{3}}{16 \pi} \sum_{\sigma= \pm 1} & {\left[\left.\Theta(\omega) \bar{k}^{[\mu} \varepsilon^{(\sigma) \nu] *}(k) \mathcal{R}^{(0)}\left(\bar{k}^{\sigma} ; b\right)\right|_{\bar{k}=\omega(1, \hat{\boldsymbol{n}})}\right.}  \tag{4.115}\\
& \left.-\left.\Theta(-\omega) \bar{k}^{[\mu} \varepsilon^{(\sigma) \nu]}(k) \mathcal{R}^{(0) *}\left(\bar{k}^{\sigma} ; b\right)\right|_{\bar{k}=-\omega(1, \hat{\boldsymbol{n}})}\right]
\end{align*}
$$

The corresponding result for the Fourier-space NP scalar is,

$$
\begin{equation*}
\tilde{\Phi}_{2}^{0}(\omega, \hat{\boldsymbol{n}})=-\frac{i g^{3} \omega}{16 \pi}\left\langle\left\langle\Theta(\omega) \mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{-} ; b\right)+\Theta(-\omega) \mathcal{R}^{(0) *}\left(-\omega(1, \hat{\boldsymbol{n}})^{+} ; b\right)\right\rangle\right\rangle . \tag{4.116}
\end{equation*}
$$

Equivalently, we may write,

$$
\begin{align*}
\Phi_{2}^{0}(t, \hat{\boldsymbol{n}})=-\frac{i g^{3}}{16 \pi}\left\langle\left\langle\int \hat{\mathrm{~d}} \omega \Theta(\omega) \omega\right.\right. & {\left[e^{-i \omega \cdot t} \mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{-} ; b\right)\right.}  \tag{4.117}\\
& \left.\left.\left.-e^{+i \omega \cdot t} \mathcal{R}^{(0) *}\left(\omega(1, \hat{\boldsymbol{n}})^{+} ; b\right)\right]\right\rangle\right\rangle .
\end{align*}
$$

As the leading order radiation kernel $\mathcal{R}^{(0)}$ is given by a five-point amplitude, the waveform as a function of frequency $\omega$, is simply the five-point amplitude up to the additional factor of $\omega$. The explicit form of eq. (4.113) for electromagnetic scattering is given in eq. (5.46) of [166]. We evaluate them to obtain,

$$
\begin{align*}
\mathcal{R}^{(0)}(\bar{k} ; b)= & \frac{Q_{1}^{2} Q_{2} e^{i b \cdot \bar{k}}}{m_{A} v_{A} \cdot \bar{k}}\left[v_{B} \cdot \bar{k} v_{A} \cdot \varepsilon-v_{A} \cdot \bar{k} v_{B} \cdot \varepsilon\right] \\
& \times \frac{1}{2 \pi \sqrt{\gamma^{2}-1}} K_{0}\left(\sqrt{-b^{2}} v_{A} \cdot \bar{k} / \sqrt{\gamma^{2}-1}\right) \\
+ & \frac{Q_{1}^{2} Q_{2} \gamma e^{i b \cdot \bar{k}}}{m_{A} v_{A} \cdot \bar{k}}\left[v_{A} \cdot \bar{k} \tilde{b} \cdot \varepsilon-\tilde{b} \cdot \bar{k} v_{A} \cdot \varepsilon\right]  \tag{4.118}\\
& \times \frac{i}{2 \pi\left(\gamma^{2-1}\right)} K_{1}\left(\sqrt{-b^{2}} v_{A} \cdot \bar{k} / \sqrt{\gamma^{2}-1}\right) \\
+ & (1 \leftrightarrow 2 \text { modulo phases }) .
\end{align*}
$$

A side calculation shows that (with $\zeta$ a null reference momentum),

$$
\begin{align*}
& v_{B} \cdot \bar{k} v_{A} \cdot \varepsilon-v_{A} \cdot \bar{k} v_{B} \cdot \varepsilon= \\
&\left.\left.\left.\left.\left.\frac{1}{\sqrt{2}\langle\zeta \bar{k}\rangle}\left[\langle\bar{k}| v_{B} \mid \bar{k}\right]\langle\zeta| v_{A} \right\rvert\, \bar{k}\right]-\langle\bar{k}| v_{A} \mid \bar{k}\right]\langle\zeta| v_{B} \mid \bar{k}\right]\right]  \tag{4.119}\\
&= \frac{1}{\sqrt{2}}\left[\bar{k}\left|v_{B} v_{A}\right| \bar{k}\right]
\end{align*}
$$

for positive-helicity emission, and

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\langle\bar{k}| v_{B} v_{A}|\bar{k}\rangle \tag{4.120}
\end{equation*}
$$

for negative-helicity emission.
Then,

$$
\begin{align*}
\mathcal{R}^{(0)}\left(\bar{k}^{+} ; b\right)= & \frac{Q_{1}^{2} Q_{2} e^{i b \cdot \bar{k}}}{2 \sqrt{2} \pi m_{A} v_{A} \cdot \bar{k} \sqrt{\gamma^{2}-1}} \\
& \times\left\{\left[\bar{k}\left|v_{B} v_{A}\right| \bar{k}\right] K_{0}\left(\sqrt{-b^{2}} v_{A} \cdot \bar{k} / \sqrt{\gamma^{2}-1}\right)\right. \\
& \left.\quad+\frac{i\left[\bar{k}\left|b v_{A}\right| \bar{k}\right]}{\sqrt{\gamma^{2}-1} \sqrt{-b^{2}}} K_{1}\left(\sqrt{-b^{2}} v_{A} \cdot \bar{k} / \sqrt{\gamma^{2}-1}\right)\right\}  \tag{4.121}\\
+ & \frac{Q_{1} Q_{2}^{2}}{2 \sqrt{2} \pi m_{B} v_{B} \cdot \bar{k} \sqrt{\gamma^{2}-1}} \\
& \times\left\{\left[\bar{k}\left|v_{A} v_{B}\right| \bar{k}\right] K_{0}\left(\sqrt{-b^{2}} v_{B} \cdot \bar{k} / \sqrt{\gamma^{2}-1}\right)\right. \\
& \left.\quad+\frac{i\left[\bar{k}\left|b v_{B}\right| \bar{k}\right]}{\sqrt{\gamma^{2}-1} \sqrt{-b^{2}}} K_{1}\left(\sqrt{-b^{2}} v_{B} \cdot \bar{k} / \sqrt{\gamma^{2}-1}\right)\right\}
\end{align*}
$$

There is a similar result for the other photon helicity.
Using the integrals,

$$
\begin{align*}
& \int_{0}^{\infty} \mathrm{d} \omega \omega e^{-i \omega\left(t+a_{0}\right)} K_{0}\left(\omega a_{1}\right)=\frac{1}{a_{1}^{2}+\left(a_{0}+t\right)^{2}}-\frac{\left(t+a_{0}\right)}{\left[a_{1}^{2}+\left(a_{0}+t\right)^{2}\right]^{3 / 2}} \operatorname{arcsinh}\left(\frac{1}{a_{1}}\left(t+a_{0}\right)\right) \\
& \quad-\frac{i \pi}{2} \frac{\left(t+a_{0}\right)}{\left[a_{1}^{2}+\left(a_{0}+t\right)^{2}\right]^{3 / 2}} \\
& \int_{0}^{\infty} \mathrm{d} \omega \omega e^{-i \omega\left(t+a_{0}\right)} K_{1}\left(\omega a_{1}\right)=\frac{\pi a_{1}}{2\left[a_{1}^{2}+\left(a_{0}+t\right)^{2}\right]^{3 / 2}}-i \frac{\left(a_{0}+t\right)}{a_{1}\left[a_{1}^{2}+\left(a_{0}+t\right)^{2}\right]} \\
& \quad-i \frac{a_{1}}{\left[a_{1}^{2}+\left(a_{0}+t\right)^{2}\right]^{3 / 2}} \operatorname{arcsinh}\left(\frac{1}{a_{1}}\left(t+a_{0}\right)\right) \tag{4.122}
\end{align*}
$$

and defining,

$$
\begin{align*}
v_{j, \hat{\boldsymbol{n}}} & \equiv v_{j} \cdot \bar{k} / \omega=v_{j} \cdot(1, \hat{\boldsymbol{n}}) \\
\rho_{1}(t) & \equiv-b^{2} v_{A, \hat{\boldsymbol{n}}}^{2}+\left(\gamma^{2}-1\right)(t+\mathbf{b} \cdot \hat{\boldsymbol{n}})^{2}  \tag{4.123}\\
\rho_{2}(t) & \equiv-b^{2} v_{B, \hat{\boldsymbol{n}}}^{2}+\left(\gamma^{2}-1\right) t^{2}
\end{align*}
$$

along with,

$$
\begin{align*}
\Xi_{i a}^{\zeta}(t, \hat{\boldsymbol{n}} ; \mathbf{v})= & \frac{\sqrt{\gamma^{2}-1}}{\rho_{1}(t)}-\zeta \frac{\left(\gamma^{2}-1\right)(t+\mathbf{v} \cdot \hat{\boldsymbol{n}})}{\rho_{1}^{3 / 2}(t)} \operatorname{arcsinh}\left(\frac{\sqrt{\gamma^{2}-1}}{\sqrt{-b^{2}} v_{A, \hat{\boldsymbol{n}}}}(t+\mathbf{v} \cdot \hat{\boldsymbol{n}})\right) \\
& -\frac{i \pi}{2} \frac{\left(\gamma^{2}-1\right)(t+\mathbf{v} \cdot \hat{\boldsymbol{n}})}{\rho_{1}^{3 / 2}(t)} \\
\Xi_{i b}(t, \hat{\boldsymbol{n}} ; \mathbf{v})= & \frac{\pi v_{A, \hat{\boldsymbol{n}}}}{\rho_{1}^{3 / 2}(t)}+i \frac{\sqrt{\gamma^{2}-1}(t+\mathbf{v} \cdot \hat{\boldsymbol{n}})}{b^{2} v_{A, \hat{\boldsymbol{n}}} \rho_{1}(t)} \\
& -i \frac{v_{A, \hat{\boldsymbol{n}}}}{\rho_{1}^{3 / 2}(t)} \operatorname{arcsinh}\left(\frac{\sqrt{\gamma^{2}-1}}{\sqrt{-b^{2}} v_{A, \hat{\boldsymbol{n}}}}(t+\mathbf{v} \cdot \hat{\boldsymbol{n}})\right) \tag{4.124}
\end{align*}
$$

we can write,

$$
\begin{align*}
\Phi_{2}^{0}(t, \hat{\boldsymbol{n}})= & \\
-\frac{i g^{3} Q_{1}^{2} Q_{2}}{(4 \pi)^{3} \sqrt{2} m_{A} v_{A, \hat{\boldsymbol{n}}}} & {\left[\langle\hat{n}| v_{B} v_{A}|\hat{n}\rangle \Xi_{1 a}^{+}(t, \hat{\boldsymbol{n}} ; \mathbf{b})-\left[\hat{n}\left|v_{B} v_{A}\right| \hat{n}\right] \Xi_{1 a}^{-}(t, \hat{\boldsymbol{n}} ; \mathbf{b})\right.} \\
+ & \left.i\left(\langle\hat{n}| b v_{A}|\hat{n}\rangle-\left[\hat{n}\left|b v_{A}\right| \hat{n}\right]\right) \Xi_{1 b}(t, \hat{\boldsymbol{n}} ; \mathbf{b})\right]  \tag{4.125}\\
-\frac{i g^{3} Q_{1} Q_{2}^{2}}{(4 \pi)^{3} \sqrt{2} m_{B} v_{B, \hat{\boldsymbol{n}}}} & {\left[\langle\hat{n}| v_{A} v_{B}|\hat{n}\rangle \Xi_{2 a}^{+}(t, \hat{\boldsymbol{n}} ; \mathbf{0})-\left[\hat{n}\left|v_{A} v_{B}\right| \hat{n}\right] \Xi_{2 a}^{-}(t, \hat{\boldsymbol{n}} ; \mathbf{0})\right.} \\
+ & \left.i\left(\langle\hat{n}| b v_{B}|\hat{n}\rangle-\left[\hat{n}\left|b v_{B}\right| \hat{n}\right]\right) \Xi_{2 b}(t, \hat{\boldsymbol{n}} ; \mathbf{0})\right] .
\end{align*}
$$

Here, $|\hat{n}\rangle$ and $\mid \hat{n}]$ are spinors built out of the null vector $(1, \hat{\boldsymbol{n}})$.

### 4.4 Localized observables II: Gravitational energy event shapes

In analogy to the standard event shapes considered in QCD jet physics, we explore here gravitational energy event shapes, which are of current interest to the gravitational waves community. Our light-ray operators probe the underlying structure of gravitational radiation as registered by a detector placed at null infinity in the direction $\hat{\boldsymbol{n}}$. Of particular interest is the gravitational radiation emitted by the scattering of compact objects. The relevant amplitude for such processes is of the form

$$
\begin{align*}
\left\langle p_{3} p_{4}\left\{k_{j}^{\sigma_{j}}\right\}_{j=1, . ., M}\right| T\left|p_{1} p_{2}\right\rangle=\mathcal{M}_{4+M} & \left(p_{1}, p_{2} \rightarrow p_{3}, p_{4},\left\{k_{j}^{\sigma_{j}}\right\}_{j=1, . ., M}\right) \\
& \times \delta^{4}\left(p_{1}+p_{2}-p_{3}-p_{4}-\sum_{j=1}^{M} k_{j}\right) \tag{4.126}
\end{align*}
$$

As a first approximation, we can focus on the soft kinematic region of the emitted gravitons in order to take advantage of the simple form of graviton soft factors and of the fact the quantum state representing the radiation is known as we will discuss later in section 5.5 . To be more precise, the detectors are assumed to have a lower energy resolution $\lambda$ and the emitted gravitons to have a total energy $E_{\text {wave }}$ with

$$
\begin{equation*}
\lambda \ll E_{\text {wave }} \ll \Lambda \tag{4.127}
\end{equation*}
$$

where $\Lambda$ is a suitable UV cutoff which can be thought as the total energy of the process [255, 256]. The classical limit requires the number of gravitons emitted to be large $M \rightarrow+\infty$, as dictated by the coherent state structure [167]: this implies an infinite resummation of all graviton contributions.

The 1-point gravitational energy event shape is simply the on-shell expectation value of the gravitational ANEC at infinity

$$
\begin{equation*}
\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle=\left\langle\psi_{\text {in }}\right| S^{\dagger} \tilde{\mathcal{E}}(\hat{\boldsymbol{n}}) S\left|\psi_{\text {in }}\right\rangle \tag{4.128}
\end{equation*}
$$

Inserting the completeness relation of on-shell states $\sum_{X}|X\rangle\langle X|$ yields

$$
\begin{equation*}
\left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle=\sum_{X}\left\langle\psi_{\text {in }}\right| S^{\dagger} \tilde{\mathcal{E}}(\hat{\boldsymbol{n}})|X\rangle\langle X| S\left|\psi_{\text {in }}\right\rangle=\sum_{X} w_{\tilde{\mathcal{E}}}(\hat{\boldsymbol{n}})|\langle X| S| \psi_{\text {in }}\right\rangle\left.\right|^{2} \tag{4.129}
\end{equation*}
$$

which is always positive definite.
The graviton emission amplitude for $M$ soft gravitons of momenta $k_{j}$ and helicity $\sigma_{j}$ is then ${ }^{6}$
$\mathcal{M}_{4+M}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4},\left\{k_{j}^{\sigma_{j}}\right\}_{j=1, . ., M}\right)=\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right) \prod_{l=1}^{M}\left[\frac{\kappa}{2} \sum_{i=1}^{4} \eta_{i} \frac{\varepsilon_{\mu \nu}^{\sigma_{l}}\left(k_{l}\right) p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot k_{l}}\right]$,
where we have used the leading soft graviton factor $[255,257]$ and $\eta_{i}=+1$ (resp. $\eta_{i}=-1$ ) if the particle is outgoing (resp. ingoing). One can go further in the soft expansion by taking into account the sub- (and subsub-) leading contributions, see [168, 170, 258-260] for further details.

We will be interested in the classical limit of this quantity, and the proper way to do so would be to use the in-in KMOC formalism [166]. In such approach, the limit is taken with a careful analysis of the wavepackets of the external massive fields which localize the particles on their classical trajectory as $\hbar \rightarrow 0$. Here for simplicity we will work in the approximation $\omega \ll b^{-1}$, where $\omega$ is the typical graviton frequency of the emitted wave and $b$ is the impact parameter of the two incoming particles: this will allow us to get a simple universal $b$-independent result which will be useful to analyze the properties of gravitational energy event shapes. In order to make transparent the power counting for the amplitudes involved, we will consider the tree level classical contribution for $\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)$ so that $\left|\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)\right|^{2}$ will always be of order $G^{2}$ in this section.

The leading contribution will be given by the single graviton emission amplitude,

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{3}\right)}=\int \mathrm{d} \Phi\left(p_{3}\right) \int \mathrm{d} \Phi\left(p_{4}\right) \sum_{\sigma_{1}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right) \\
& \times\left[\left(E_{k_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}}\right)\right](2 \pi)^{4} \delta^{4}\left(\sum_{i=1}^{4} \eta_{i} p_{i}+k_{1}\right)\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}\right)\right|^{2} \tag{4.131}
\end{align*}
$$

[^26]In the soft regime for the graviton we can isolate the graviton phase space integration,

$$
\begin{align*}
& \sum_{\sigma_{1}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right)(2 \pi)^{4} \delta^{4}\left(\sum_{i=1}^{4} \eta_{i} p_{i}+k_{1}\right)\left[\left(E_{k_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}}\right)\right]\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}\right)\right|^{2} \\
& \simeq(2 \pi)^{4} \delta^{4}\left(\sum_{i=1}^{4} \eta_{i} p_{i}\right) \sum_{\sigma_{1}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right)\left[\left(E_{k_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{n}}\right)\right]\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}\right)\right|^{2} . \tag{4.132}
\end{align*}
$$

To make further progress we need to use the polarization sum identity for the graviton polarization vectors which reads

$$
\begin{align*}
\sum_{\sigma= \pm 2} \varepsilon_{\mu \nu}^{\sigma}(k) \varepsilon_{\alpha \beta}^{\sigma, *}(k) & =\frac{1}{2}\left[P_{\mu \alpha} P_{\nu \beta}+P_{\mu \beta} P_{\nu \alpha}-P_{\mu \nu} P_{\alpha \beta}\right] \\
P_{\mu \nu} & =\eta_{\mu \nu}-\frac{q_{\mu} p_{\nu}+q_{\nu} p_{\mu}}{p \cdot q} \tag{4.133}
\end{align*}
$$

where $q^{\mu}$ is a suitable reference momentum. The gauge dependent terms will cancel from our calculation using momentum conservation [255], so we do not need to worry about spurious contributions. Since the amplitude factorizes, we can actually perform the graviton phase space integration in a universal form

$$
\begin{align*}
& \sum_{\sigma_{1}= \pm 2} \frac{1}{2(2 \pi)^{3}} \int_{\lambda}^{E_{\mathrm{wave}}} \mathrm{~d} E_{k_{1}} \int \mathrm{~d} \Omega_{\hat{\boldsymbol{k}}_{1}} \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}}\right)\left(E_{k_{1}}\right)^{2}\left|\sum_{i=1}^{4} \eta_{i} \frac{\kappa}{2} \frac{\varepsilon_{\mu \nu}^{\sigma_{1}}\left(k_{1}\right) p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot k_{1}}\right|^{2} \\
& =G \frac{E_{\mathrm{wave}}}{4 \pi^{2}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right) . \tag{4.134}
\end{align*}
$$

Working in the center of mass frame ${ }^{7}$ for the two massive particles we have

$$
\begin{align*}
\left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{3}\right)}= & \int \mathrm{d} \Omega_{\boldsymbol{p}_{\mathrm{CM}}} \frac{\left|\boldsymbol{p}_{\mathrm{CM}}\right|}{16 \pi^{2} \sqrt{s}}\left|\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)\right|^{2} \\
& \times G \frac{E_{\mathrm{wave}}}{4 \pi^{2}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right), \tag{4.135}
\end{align*}
$$

which is infrared finite at the leading order $G^{3}$. It is worth noticing that eq. (4.135) is only the leading order contribution, and we still need to sum over all possible graviton emissions.

[^27]


Figure 4.6: The picture shows how the cancellation of infrared divergences between real and virtual graviton emissions works for the gravitational energy event shape

Before looking at the classical limit, it is worth looking at how infrared divergences will cancel for the gravitational energy event shape in general. At order $G^{4}$ we have,

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\text {GR }}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{4}\right)} \\
& =\int \mathrm{d} \Phi\left(p_{3}\right) \int \mathrm{d} \Phi\left(p_{4}\right) \sum_{\sigma_{1}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right)(2 \pi)^{4} \delta^{4}\left(\sum_{i=1}^{4} \eta_{i} p_{i}+k_{1}\right) \\
& \times\left[\left(E_{k_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}}\right)\right]\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}\right)\right|^{2} \\
& +\int \mathrm{d} \Phi\left(p_{3}\right) \int \mathrm{d} \Phi\left(p_{4}\right) \frac{1}{2} \sum_{\sigma_{1}, \sigma_{2}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right) \int \mathrm{d} \Phi\left(k_{2}\right)(2 \pi)^{4} \delta^{4}\left(\sum_{i=1}^{4} \eta_{i} p_{i}+\sum_{l=1}^{2} k_{l}\right) \\
& \times\left[\sum_{l=1}^{2}\left(E_{k_{l}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{l}}-\Omega_{\hat{\boldsymbol{n}}}\right)\right]\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}, k_{2}^{\sigma_{2}}\right)\right|^{2} . \tag{4.136}
\end{align*}
$$

The first contribution includes loop contributions related to virtual gravitons

$$
\begin{align*}
& \left.\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}\right)\right|^{2}\right|_{\mathcal{O}\left(G^{4}\right)}=\left.\left|\mathcal{M}_{5}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}, k_{1}^{\sigma_{1}}\right)\right|^{2}\right|_{\mathcal{O}\left(G^{3}\right)} \\
& \times\left[-\frac{G}{4 \pi^{2}} \log \left(\frac{\Lambda}{\lambda}\right) \int \mathrm{d} \Omega_{\hat{\boldsymbol{k}}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{k}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{k}}\right)}\right)\right], \tag{4.137}
\end{align*}
$$

where we have regularized the integral with the ultraviolet cutoff $\Lambda$ [255]. The second term instead has a divergent contribution which comes from the emission of one real
graviton, since integrating over the 2-gravitons phase space gives

$$
\begin{gather*}
\frac{1}{2} \sum_{\sigma_{1}, \sigma_{2}= \pm 2} \int_{\lambda}^{E_{\mathrm{wave}}} \frac{\mathrm{~d} E_{k_{1}}\left(E_{k_{1}}\right)}{2(2 \pi)^{3}} \int_{\lambda}^{E_{\mathrm{wave}}} \frac{\mathrm{~d} E_{k_{2}}\left(E_{k_{2}}\right)}{2(2 \pi)^{3}} \int \mathrm{~d} \Omega_{\hat{\boldsymbol{k}}_{1}} \int \mathrm{~d} \Omega_{\hat{\boldsymbol{k}}_{2}} \Theta\left(E_{\mathrm{wave}}-E_{k_{1}}-E_{k_{2}}\right) \\
\times\left[\sum_{l=1}^{2}\left(E_{k_{l}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{l}}-\Omega_{\hat{\boldsymbol{n}}}\right)\right] \prod_{l=1}^{2}\left|\sum_{i=1}^{4} \eta_{i} \frac{\kappa \varepsilon_{\mu \nu}^{\sigma_{l}}\left(k_{l}\right) p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot k_{l}}\right|^{2} \\
=G \frac{E_{\mathrm{wave}}}{4 \pi^{2}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right) \\
\quad \times \log \left(\frac{E_{\mathrm{wave}}}{\lambda}\right) \frac{G}{4 \pi^{2}}\left[\int \mathrm{~d} \Omega_{\hat{\boldsymbol{k}}} \sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{k}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{k}}\right)}\right] \tag{4.138}
\end{gather*}
$$

where we have used the fact that

$$
\begin{equation*}
\int_{\lambda}^{E_{\mathrm{wave}}} \mathrm{~d} E_{k_{1}} \int_{\lambda}^{E_{\mathrm{wave}}} \mathrm{~d} E_{k_{2}} \frac{1}{E_{k_{2}}} \Theta\left(E_{\text {wave }}-E_{k_{1}}-E_{k_{2}}\right) \stackrel{E_{k_{1}}, E_{k_{2}} \ll E_{\mathrm{wave}}}{\simeq} E_{\text {wave }} \log \left(\frac{E_{\text {wave }}}{\lambda}\right) \tag{4.139}
\end{equation*}
$$

which is valid as long as we can neglect the single graviton energies (suppressed by $\hbar$ ) compared to the energy of the wave $E_{k_{1}}, E_{k_{2}} \ll E_{\text {wave }}$, as noticed in [256].

One can then perform the regularized sum in eq. (4.136)

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{4}\right)}=\int \mathrm{d} \Omega_{\boldsymbol{p}_{\mathrm{CM}}} \frac{\left|\boldsymbol{p}_{\mathrm{CM}}\right|}{16 \pi^{2} \sqrt{s}}\left|\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)\right|^{2} \\
& \quad \times G \frac{E_{\text {wave }}}{4 \pi^{2}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right) \\
& \quad \times \log \left(\frac{E_{\text {wave }}}{\Lambda}\right) \frac{G}{4 \pi^{2}}\left[\int \mathrm{~d} \Omega_{\hat{\boldsymbol{k}}} \sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{k}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{k}}\right)}\right] \tag{4.140}
\end{align*}
$$

which is infrared finite as expected. One can then repeat the same argument for the $G^{3+n}$-th order contribution

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \mathcal{E}_{\mathrm{GR}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{3+n}\right)}=\int \mathrm{d} \Omega_{\boldsymbol{p}_{\mathrm{CM}}} \frac{\left|\boldsymbol{p}_{\mathrm{CM}}\right|}{16 \pi^{2} \sqrt{s}}\left|\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)\right|^{2} \\
& \quad \times G \frac{E_{\mathrm{wave}}}{4 \pi^{2}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right) \\
& \quad \times \sum_{M^{\prime}=0}^{n} \frac{1}{M^{\prime}!} \log \left(\frac{E_{\mathrm{wave}}}{\Lambda}\right)^{M^{\prime}}\left[\frac{G}{4 \pi^{2}} \int \mathrm{~d} \Omega_{\hat{\boldsymbol{k}}} \sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{k}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{k}}\right)}\right]^{M^{\prime}} \tag{4.141}
\end{align*}
$$

where $M^{\prime}=M-1$.
It is worth noticing that this situation is in contrast with QCD case where the gluon energy event shape is infrared divergent and one has to sum also over quarks energy event shapes to get a well-defined (i.e. an infrared finite) answer [141]. The
cancellation of infrared divergences in this setting is similar to what was found for the graviton emission cross section by Donoghue [261].

The energy-energy correlator is defined as,

$$
\begin{equation*}
\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\left|\psi_{\text {out }}\right\rangle=\left\langle\psi_{\text {in }}\right| S^{\dagger} \tilde{\mathcal{E}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right) S\left|\psi_{\text {in }}\right\rangle \tag{4.142}
\end{equation*}
$$

By inserting a completeness relation of on-shell final states $\sum_{X}|X\rangle\langle X|$ between the two gravitational ANEC operators at infinity we get

$$
\begin{align*}
\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\left|\psi_{\text {out }}\right\rangle & =\sum_{X}\left\langle\psi_{\text {in }}\right| S^{\dagger} \tilde{\mathcal{E}}\left(\hat{\boldsymbol{n}}_{1}\right)|X\rangle\langle X| \tilde{\mathcal{E}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right) S\left|\psi_{\text {in }}\right\rangle \\
& \left.=\sum_{X} w_{\tilde{\mathcal{E}}}\left(\hat{\boldsymbol{n}}_{1}\right) w_{\tilde{\mathcal{E}}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)|\langle X| S| \psi_{\text {in }}\right\rangle\left.\right|^{2} \tag{4.143}
\end{align*}
$$

In details

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}_{\mathrm{GR}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{4}\right)} \\
& =\int \mathrm{d} \Phi\left(p_{3}\right) \int \mathrm{d} \Phi\left(p_{4}\right) \frac{1}{2} \sum_{\sigma_{1}, \sigma_{2}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right) \int \mathrm{d} \Phi\left(k_{2}\right) \\
& \times\left[\left(E_{k_{1}}\right)\left(E_{k_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}_{2}}\right)+\left(E_{k_{2}}\right)\left(E_{k_{2}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{2}}-\Omega_{\hat{\boldsymbol{n}}_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{2}}-\Omega_{\hat{\boldsymbol{n}}_{2}}\right)\right. \\
& \left.\left.\quad+2\left(E_{k_{1}}\right)\left(E_{k_{2}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{2}}-\Omega_{\hat{\boldsymbol{n}}_{2}}\right)\right]\left|\left\langle k_{1}^{\sigma_{1}} k_{2}^{\sigma_{2}} p_{3} p_{4}\right| S\right| p_{1} p_{2}\right\rangle\left.\right|^{2} \tag{4.144}
\end{align*}
$$

Contrary to the 1-pt energy event shape, here we get also contact terms which correspond to the case where the two detectors are aligned along the same direction. These terms are usually included in QCD energy event shapes and they are required in order to remove collinear divergences [142], but classical gravity does not have such type of collinear divergences [262]. We will thus restrict our attention to the generic case $\hat{\boldsymbol{n}}_{1} \neq \hat{\boldsymbol{n}}_{2}$ :

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}_{\mathrm{GR}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\left|\psi_{\text {out }}\right\rangle\right|_{\mathcal{O}\left(G^{4}\right)}=\int \mathrm{d} \Phi\left(p_{3}\right) \int \mathrm{d} \Phi\left(p_{4}\right) \frac{1}{2} \sum_{\sigma_{1}, \sigma_{2}= \pm 2} \int \mathrm{~d} \Phi\left(k_{1}\right) \int \mathrm{d} \Phi\left(k_{2}\right) \\
& \left.\times\left(2 E_{k_{1}} E_{k_{2}} \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{1}}-\Omega_{\hat{\boldsymbol{n}}_{1}}\right) \delta^{2}\left(\Omega_{\hat{\boldsymbol{k}}_{2}}-\Omega_{\hat{\boldsymbol{n}}_{2}}\right)\right)\left|\left\langle k_{1}^{\sigma_{1}} k_{2}^{\sigma_{2}} p_{3} p_{4}\right| S\right| p_{1} p_{2}\right\rangle\left.\right|^{2} \tag{4.145}
\end{align*}
$$

At this point we can repeat the integration as we did before to get

$$
\begin{align*}
&\left.\left\langle\psi_{\mathrm{out}}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}_{\mathrm{GR}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\left|\psi_{\mathrm{out}}\right\rangle\right|_{\mathcal{O}\left(G^{4}\right)}=\int \mathrm{d} \Omega_{\boldsymbol{p}_{\mathrm{CM}}} \frac{\left|\boldsymbol{p}_{\mathrm{CM}}\right|}{16 \pi^{2} \sqrt{s}}\left|\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)\right|^{2} \\
& \times \prod_{l=1}^{2}\left[G \frac { E _ { \mathrm { wave } } } { 4 \pi ^ { 2 } } \left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left.\left(E_{\left.p_{i}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}_{l}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}_{l}\right)}\right)\right]}\right.\right. \tag{4.146}
\end{align*}
$$

As we can see, despite being a natural quantum observable the 2-point gravitational energy event shape factorizes, i.e. there is no degree of correlation between the two emissions. This is due to the soft limit we are considering and ultimately related to the coherent state structure of the radiation [263]. It would be very interesting to compute the non-trivial (connected) 2-point energy event shape in a quantum theory of gravity from the six point amplitude with 4 massive scalars and 2 gravitons, which should provide the leading infrared finite contribution to this observable.

So far we have discussed the quantum picture, where energy event shape correlators are a non-trivial infrared-safe prediction. For our problem in the classical soft limit,
as we will see, only the 1-point event shape will be non-trivial because of factorization properties. In our case we can take the sum over all contributions $M=1, \ldots,+\infty$, which implies to sum over $M^{\prime}=0, . .,+\infty$ in our expression for the gravitational wave event shape in eq. (4.141):

$$
\begin{align*}
& \left.\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{E}}_{\mathrm{GR}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle\right|_{\text {class }}=G \frac{E_{\mathrm{wave}}}{4 \pi^{2}} \int \mathrm{~d} \Omega_{\boldsymbol{p}_{\mathrm{CM}}} \frac{\left|\boldsymbol{p}_{\mathrm{CM}}\right|}{16 \pi^{2} \sqrt{s}}\left|\mathcal{M}_{4}\left(p_{1}, p_{2} \rightarrow p_{3}, p_{4}\right)\right|^{2} \\
& \times\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j} \frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right)\left(\frac{E_{\mathrm{wave}}}{\Lambda}\right)^{\frac{G}{2 \pi} \sum_{i, j} \eta_{i} \eta_{j} \frac{m_{i} m_{j}\left(1+\beta_{i j}^{2}\right)}{\beta_{i j}\left(1-\beta_{i j}^{2}\right)^{\frac{1}{2}}} \log \left(\frac{1+\beta_{i j}}{1-\beta_{i j}}\right)}, \tag{4.147}
\end{align*}
$$

where $\beta_{i j}=\sqrt{1-\frac{m_{i}^{2} m_{j}^{2}}{\left(p_{i} \cdot p_{j}\right)^{2}}}$. This is consistent with the graviton production rate in Weinberg [255] under our hypotheses. Once normalized by the total cross section we have

$$
\begin{align*}
\left.\left\langle\tilde{\mathcal{E}}_{\mathrm{GR}}(\hat{\boldsymbol{n}})\right\rangle\right|_{\mathrm{class}}=\frac{E_{\mathrm{wave}} G}{4 \pi^{2}}\left(\sum_{i, j=1}^{4} \eta_{i} \eta_{j}\right. & \left.\frac{2\left(p_{i} \cdot p_{j}\right)^{2}-m_{i}^{2} m_{j}^{2}}{\left(E_{p_{i}}-\boldsymbol{p}_{i} \cdot \hat{\boldsymbol{n}}\right)\left(E_{p_{j}}-\boldsymbol{p}_{j} \cdot \hat{\boldsymbol{n}}\right)}\right) \\
& \times\left(\frac{E_{\mathrm{wave}}}{\Lambda}\right)^{\frac{G}{2 \pi} \sum_{i, j} \eta_{i} \eta_{j} \frac{m_{i} m_{j}\left(1+\beta_{j}^{2}\right)}{\beta_{i j}\left(1-\beta_{i j}^{2}\right)^{\frac{1}{2}}} \log \left(\frac{1+\beta_{i j}}{1-\beta_{i j}}\right)} \tag{4.148}
\end{align*}
$$

and if we try to compute the gravitational energy-energy correlator at the classical level

$$
\begin{equation*}
\left.\left\langle\tilde{\mathcal{E}}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right) \tilde{\mathcal{E}}_{\mathrm{GR}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\right)\right\rangle\left.\right|_{\text {class }}=\left.\left.\left\langle\tilde{\mathcal{E}}_{\mathrm{GR}}\left(\hat{\boldsymbol{n}}_{1}\right)\right\rangle\right|_{\text {class }}\left\langle\tilde{\mathcal{E}}_{\mathrm{GR}}^{\prime}\left(\hat{\boldsymbol{n}}_{2}\right)\right\rangle\right|_{\text {class }}, \tag{4.149}
\end{equation*}
$$

which is a consequence of the classical (soft) factorization. This can be shown explicitly using the coherent state in [264], and it is a simple consequence of the uncertainty principle discussed in section 4.2.

### 4.4.1 IR safety and invariance under BMS soft supertranslations

It is possible to do an interesting consistency check about infrared safety of the gravitational energy event shapes by looking at how soft supertranslation symmetry affects such matrix elements. In the rest of the section we have used an infrared cutoff and we have observed the cancellation of infrared divergences as in the Bloch-Nordsieck mechanism, but it would be nice to understand if there is a theoretical reason for these event shapes to be infrared finite.

It is well known that the action of the soft supertranslation mode corresponds to an insertion of a soft graviton at the level of S-matrix elements [228, 230]. In particular the generator of such symmetry reads

$$
\begin{align*}
T_{\text {soft }}(f) & =\frac{1}{16 \pi G} \int \mathrm{~d}^{2} \zeta\left[\partial_{\zeta} D^{\bar{\zeta}} C_{\bar{\zeta} \bar{\zeta}}+\partial_{\bar{\zeta}} D^{\zeta} C_{\zeta \zeta}\right] f(\zeta, \bar{\zeta}) \\
& =\lim _{E \rightarrow 0} \frac{E}{4 \pi \kappa} \int \mathrm{~d}^{2} \zeta\left[\left(a_{+}(E \hat{\boldsymbol{n}})+a_{-}^{\dagger}(E \hat{\boldsymbol{n}})\right) D_{\bar{\zeta}}^{2} f+\text { h.c. }\right], \tag{4.150}
\end{align*}
$$

where $f(\zeta, \bar{\zeta})$ is an arbitrary function on the celestial sphere. Its action on graviton creation operators is given by

$$
\begin{equation*}
\left[T_{\text {soft }}(f), a_{+}(k)\right]=\frac{8 \pi^{2}}{\kappa} \frac{\delta\left(E_{k}\right)}{\gamma_{\zeta_{k} \bar{\zeta}_{k}}} D_{\zeta}^{2} f \quad\left[T_{\text {soft }}(f), a_{-}(k)\right]=\frac{8 \pi^{2}}{\kappa} \frac{\delta\left(E_{k}\right)}{\gamma_{\zeta_{k} \bar{\zeta}_{k}}} D_{\bar{\zeta}}^{2} f \tag{4.151}
\end{equation*}
$$

and the one with creation operators is fixed because $T_{\text {soft }}(f)$ is hermitian. The latter implies that

$$
\begin{equation*}
\left[T_{\text {soft }}(f), a_{\sigma}^{\dagger}(k)\right]^{\dagger}=-\left[T_{\text {soft }}(f), a_{\sigma}(k)\right] \quad \forall \sigma= \pm 2 \tag{4.152}
\end{equation*}
$$

We now consider a gravitational event shape of the form

$$
\begin{equation*}
\left\langle\psi_{\text {out }}\right| \tilde{\mathcal{P}}_{\mu, \mathrm{GR}}(\hat{\boldsymbol{n}})\left|\psi_{\text {out }}\right\rangle=\sum_{X}\left\langle\psi_{\text {in }}\right| S^{\dagger} \tilde{\mathcal{P}}_{\mu, \mathrm{GR}}(\hat{\boldsymbol{n}})|X\rangle\langle X| S\left|\psi_{\text {in }}\right\rangle \tag{4.153}
\end{equation*}
$$

and we want to check whether this definition is invariant or not under BMS soft supertranslations, i.e. under the addition of a soft graviton. If it is, this provides a strong evidence that eq. (4.153) is actually infrared finite, i.e. insensitive to soft (graviton) physics. A short calculation shows that

$$
\begin{equation*}
\left[T_{\text {soft }}(f), \tilde{\mathcal{P}}_{\mu, \mathrm{GR}}(\hat{\boldsymbol{n}})\right]=\frac{n_{\mu}}{2 \pi \kappa \gamma_{\zeta_{\hat{\boldsymbol{n}}} \bar{\zeta}_{\hat{n}}}} \lim _{E_{p} \rightarrow 0}\left(E_{p}\right)^{2}\left[D_{\zeta}^{2} f a_{+}^{\dagger}\left(E_{p} \hat{\boldsymbol{n}}\right)+D_{\tilde{\zeta}}^{2} f a_{-}^{\dagger}\left(E_{p} \hat{\boldsymbol{n}}\right)-\text { h.c. }\right] \tag{4.154}
\end{equation*}
$$

and since the addition of a soft graviton gives the usual Weinberg soft factor with a pole in $E_{p}$, the action in eq. (4.154) annihilates every S-matrix element (once we insert the completeness relation) [230].

It would be interesting to understand in more details if the invariance under the soft modes of large gauge symmetries, BMS soft supertranslations and general asymptotic symmetries of massless particles always guarantees the IR-finiteness (in the soft sense ${ }^{8}$ ) of a matrix element in a QFT. This could be helpful to prove in general whether for other on-shell observables, for example like the ones defined in [166], infrared divergences are always going to cancel.

### 4.5 Amplitude of the waveform and energy event shapes

In section 4.3, we presented the general form for the waveform observable. We worked out the leading-order form in two-particle scattering in Sect. 4.3.1, and computed the explicit form for electromagnetic scattering. The appearance of the radiation kernel suggests a connection to the radiated momentum previously computed in [166], and more specifically with the event shape analogue discussed in section 4.4. Let us elucidate that connection in this section.

In eq. (3.33) of [166], we find an expression for time-averaged radiated momentum,

$$
\begin{equation*}
R^{\mu} \equiv\left\langle k^{\mu}\right\rangle=\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{K}^{\mu} S\left|\psi_{\text {in }}\right\rangle=\left\langle\psi_{\text {in }}\right| T^{\dagger} \mathbb{K}^{\mu} T\left|\psi_{\text {in }}\right\rangle \tag{4.155}
\end{equation*}
$$

This quantity is also integrated over the entire celestial sphere; we need a more differential observable. Furthermore, this expression is related to the energy emitted, rather than the amplitude of the emitted wave.

[^28]We can use Mellin transforms to extract a more restricted observable, passing through the spectral waveform to relate the emitted power to the amplitude. Write the expectation of the observable $\left\langle\left(k^{0}\right)^{z-1}\right\rangle$,

$$
\begin{equation*}
R(z) \equiv\left\langle\left(k^{0}\right)^{z-1}\right\rangle=\left\langle\psi_{\text {in }}\right| T^{\dagger}\left(\mathbb{K}^{0}\right)^{z-1} T\left|\psi_{\text {in }}\right\rangle \tag{4.156}
\end{equation*}
$$

The inverse Mellin transform is related to the unpolarized energy density function,

$$
\begin{equation*}
f_{\epsilon}(E)=-i E \int_{c-i \infty}^{c+i \infty} \mathrm{~d} z E^{-z} R(z) \tag{4.157}
\end{equation*}
$$

where the integral is taken along a line parallel to the imaginary axis, with $c \in(0,1)$ (or a deformation of that contour that doesn't cross any poles or branch points) ${ }^{9}$. The total energy is given by the integral,

$$
\begin{equation*}
E_{\mathrm{tot}}=\int_{0}^{\infty} \mathrm{d} E f_{\epsilon}(E) . \tag{4.158}
\end{equation*}
$$

Using the form in eq. (3.38) of [166], we can write,

$$
\begin{equation*}
R(z)=\sum_{X} \int \mathrm{~d} \Phi(k) \mathrm{d} \Phi\left(r_{1}\right) \mathrm{d} \Phi\left(r_{2}\right)\left(k_{X}^{0}\right)^{z-1} \sum_{\sigma= \pm 1}\left|\hat{\mathcal{R}}\left(k^{\sigma}, r_{X}\right)\right|^{2}, \tag{4.159}
\end{equation*}
$$

for the expression in the quantum theory. In this equation, $\hat{\mathcal{R}}$ represents the quantum radiation kernel, given by the integral over wavefunctions inside the absolute square in eq. (3.38). The quantum radiation kernel is expressed directly in terms of a scattering amplitude.

In the classical limit, the density function is more naturally a function of frequency rather than of energy,

$$
\begin{equation*}
f_{\epsilon, \mathrm{cl}}(\omega)=-i \omega \int_{c-i \infty}^{c+i \infty} \mathrm{~d} z \omega^{-z} R_{\mathrm{cl}}(z) \tag{4.160}
\end{equation*}
$$

so that $R_{\mathrm{cl}}(z)=\hbar^{-z-1} R(z)$. We can use eqs. (4.40-4.41) of [166] to write,

$$
\begin{equation*}
\left.R_{\mathrm{cl}}(z)=\sum_{X} \hbar^{-z-1}\left\langle\left.\left\langle\int \mathrm{~d} \Phi(k)\left(k_{X}^{0}\right)^{z-1} \sum_{\sigma= \pm 1}\right| \mathcal{R}\left(k^{\sigma}, r_{X}\right)\right|^{2}\right\rangle\right\rangle . \tag{4.161}
\end{equation*}
$$

The radiation kernel here is expressed in terms of the appropriate limit of a quantum scattering amplitude.

We next need to restrict the measured radiation from the entire celestial sphere to a narrow cone in a given direction. We take the limit of the cone, and measure only the radiation in a given direction from the scattering event. We implicitly assume that the measurement distance is much larger than the impact parameter, so that there is a unique and well-defined direction. It's not clear exactly what a formal expression for the operator would be, but what we want is,

$$
\begin{equation*}
\mathbb{K}^{\mu} \delta^{(2)}(\hat{\boldsymbol{k}}-\hat{\boldsymbol{n}}), \tag{4.162}
\end{equation*}
$$

[^29]for radiation in the $\hat{\mathbf{n}}$ direction. This operator is to be understood as inserting,
\[

$$
\begin{equation*}
\sum_{i \in \text { messengers }} k_{i}^{\mu} \delta^{(2)}\left(\hat{\mathbf{k}}_{i}-\hat{\boldsymbol{n}}\right), \tag{4.163}
\end{equation*}
$$

\]

into a sum over states or equivalently the phase-space integral. Focusing on the energy component, this can be understood as a light ray operator [3, 144-147] given by,

$$
\begin{equation*}
\tilde{\mathcal{E}}(\hat{\mathbf{n}})=\int_{-\infty}^{+\infty} \mathrm{d} v \lim _{r \rightarrow \infty} r^{2} T_{v v}(v, r, \hat{\mathbf{n}}) \tag{4.164}
\end{equation*}
$$

where $v$ denotes the light-cone time $v=t-r$ and $T_{v v}(v, r, \hat{\mathbf{n}})$ is the (light-cone) time-time component of the stress-energy tensor (in gravity, this will be replaced by the Bondi news squared operator [3]). By applying the saddle point approximation for the fields in the energy momentum tensor, the plane wave expansion will localize to the point on the sphere in the direction of propagation. Schematically we will have (see refs. [10, 230] for further details)

$$
\begin{equation*}
e^{i x \cdot k / \hbar}=e^{i \omega v+i \omega r(1-\hat{\mathbf{n}} \cdot \hat{\mathbf{k}})} \stackrel{r \rightarrow \infty}{\sim} \frac{1}{i \omega r} e^{i \omega v} \delta^{(2)}(\hat{\mathbf{n}}-\hat{\mathbf{k}}) \tag{4.165}
\end{equation*}
$$

where $\omega=\bar{k}^{0}$. Then one finds,

$$
\begin{equation*}
\tilde{\mathcal{E}}(\hat{\mathbf{n}})=\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) k^{0} \delta^{(2)}(\hat{\mathbf{n}}-\hat{\mathbf{k}})\left[a_{\sigma}^{\dagger}(k) a_{\sigma}(k)\right] \tag{4.166}
\end{equation*}
$$

where the action on on-shell particle states is equivalent to the time component of eq. (4.163). The analogous Mellin kernel for $\left(\mathbb{K}^{0}\right)^{z-1}$ is presumably,

$$
\begin{equation*}
\left(\mathbb{K}^{0}\right)^{z-1} \delta^{(2)}(\hat{\mathbb{K}}-\hat{\boldsymbol{n}}), \tag{4.167}
\end{equation*}
$$

which is to be understood as inserting,

$$
\begin{equation*}
\sum_{i \in \substack{\text { distinct } \\ \text { messengers }}}\left(\sum_{\substack{j \| i \\ j \in \text { messengers }}} k_{j}^{0}\right)^{z-1} \delta^{(2)}\left(\hat{\mathbf{k}}_{i}-\hat{\boldsymbol{n}}\right) \tag{4.168}
\end{equation*}
$$

into a sum over states or the phase-space integral. The sum over distinct messengers is a sum over messengers which are not collinear; the sum over the collinear messengers is taken in the inner sum. The inner sum includes $i$ itself.

This form is motivated by a subtlety about overlapping directions: if $\hat{\mathbf{k}}_{j}=\hat{\mathbf{k}}_{l}$ with the remaining directions distinct we want,

$$
\begin{equation*}
\sum_{\substack{i \in \text { messengers } \\ i \neq j, l}}\left(k_{i}^{0}\right)^{z-1} \delta^{(2)}\left(\hat{\mathbf{k}}_{i}-\hat{\boldsymbol{n}}\right)+\left(k_{j}^{0}+k_{l}^{0}\right)^{z-1} \delta^{(2)}\left(\hat{\mathbf{k}}_{j}-\hat{\boldsymbol{n}}\right), \tag{4.169}
\end{equation*}
$$

which is what eq. (4.168) is designed to give. At leading order this subtlety is irrelevant.

The analog to eq. (4.159) is,

$$
\begin{align*}
& R(z, \hat{\boldsymbol{n}})=\sum_{\substack{\text { distinct } \\
\text { messengers }}} \sum_{X} \int \mathrm{~d} \Phi\left(k_{i}\right) \mathrm{d} \Phi\left(r_{1}\right) \mathrm{d} \Phi\left(r_{2}\right)\left(\sum_{\substack{j\| \|}} k_{j}^{0}\right)^{z-1}  \tag{4.170}\\
& \times \delta^{(2)}\left(\hat{\mathbf{k}}_{i}-\hat{\boldsymbol{n}}\right) \sum_{\sigma= \pm 1}^{j \in \text { messengers }}\left|\hat{\mathcal{R}}\left(k_{i}^{\sigma}, r_{X}\right)\right|^{2},
\end{align*}
$$

and to eq. (4.161),
$\left.R_{\mathrm{cl}}(z, \hat{\boldsymbol{n}})=\sum_{\substack{\text { distinct }}} \hbar^{-z-1}\left\langle\left.\left\langle\int \mathrm{~d} \Phi\left(k_{i}\right)\left(\sum_{\substack{j \| i i \\ j \in \text { messengers }}} k_{j}^{0}\right)^{z-1} \delta^{(2)}\left(\hat{\mathbf{k}}_{i}-\hat{\boldsymbol{n}}\right) \sum_{\sigma= \pm 1}\right| \mathcal{R}\left(k_{i}^{\sigma}, r_{X}\right)\right|^{2}\right\rangle\right\rangle$.

At leading order, eq. (4.171) simplifies to just,

$$
\begin{equation*}
\left.R_{\mathrm{cl}}^{(0)}(z, \hat{\boldsymbol{n}})=g^{6}\left\langle\left.\left\langle\int \mathrm{~d} \Phi(\bar{k})\left(\bar{k}^{0}\right)^{z-1} \delta^{(2)}(\hat{\mathbf{k}}-\hat{\boldsymbol{n}}) \sum_{\sigma= \pm 1}\right| \mathcal{R}^{(0)}\left(\bar{k}^{\sigma} ; b\right)\right|^{2}\right\rangle\right\rangle . \tag{4.172}
\end{equation*}
$$

The corresponding result for the spectral density in the $\hat{\boldsymbol{n}}$ direction is,

$$
\begin{equation*}
\left.f_{\epsilon, \mathrm{cl}}(\omega, \hat{\boldsymbol{n}})=g^{6} \omega\left\langle\left.\left\langle\int \mathrm{~d} \Phi(\bar{k}) \frac{\delta\left(\ln \bar{k}^{0}-\ln \omega\right)}{\bar{k}^{0}} \delta^{(2)}(\hat{\mathbf{k}}-\hat{\boldsymbol{n}}) \sum_{\sigma= \pm 1}\right| \mathcal{R}^{(0)}\left(\bar{k}^{\sigma} ; b\right)\right|^{2}\right\rangle\right\rangle . \tag{4.173}
\end{equation*}
$$

Writing out,

$$
\begin{align*}
\mathrm{d} \Phi(\bar{k}) & =\frac{d^{3} \overline{\mathbf{k}}}{2(2 \pi)^{3}|\overline{\mathbf{k}}|} \\
& =\frac{|\overline{\mathbf{k}}| d|\overline{\mathbf{k}}| d \Omega_{\overline{\mathbf{k}}}}{2(2 \pi)^{3}}, \tag{4.174}
\end{align*}
$$

we can perform the integrals in eq. (4.173) to obtain,

$$
\begin{equation*}
\left.f_{\epsilon, \mathrm{cl}}(\omega, \hat{\boldsymbol{n}})=\frac{g^{6} \omega^{2}}{8 \pi^{2}} \sum_{\sigma= \pm 1}\left\langle\left.\langle | \mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{\sigma} ; b\right)\right|^{2}\right\rangle\right\rangle . \tag{4.175}
\end{equation*}
$$

We can now compare this with the amplitude of each component of the waveform, expanded at the leading order order in the coupling: for $\left|f_{\mu \nu} M^{* \mu} N^{\nu}\right|$ and $\left|f_{\mu \nu} M^{\mu} N^{\nu}\right|$ we have, respectively

$$
\begin{align*}
\left|f_{\mu \nu}(\omega(1, \hat{\boldsymbol{n}})) M^{* \mu} N^{\nu}\right| & =\frac{\omega}{16 \pi} g^{3}\left|\left\langle\left\langle\mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{-} ; b\right)\right\rangle\right\rangle\right| \\
\left|f_{\mu \nu}(\omega(1, \hat{\boldsymbol{n}})) M^{\mu} N^{\nu}\right| & =\frac{\omega}{16 \pi} g^{3}\left|\left\langle\left\langle\mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{+} ; b\right)\right\rangle\right\rangle\right| \tag{4.176}
\end{align*}
$$

At leading order, we can also write

$$
\begin{equation*}
\left.\left\langle\left.\langle | \mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{\sigma} ; b\right)\right|^{2}\right\rangle\right\rangle=\left|\left\langle\left\langle\mathcal{R}^{(0)}\left(\omega(1, \hat{\boldsymbol{n}})^{\sigma} ; b\right)\right\rangle\right\rangle\right|^{2} \tag{4.177}
\end{equation*}
$$

and therefore we can express the spectral density of emission from eq. (4.175) in terms of the amplitudes of the two helicity components of the waveform,

$$
\begin{equation*}
f_{\epsilon, \mathrm{cl}}(\omega, \hat{\boldsymbol{n}})=32\left[\left|f_{\mu \nu}(\omega(1, \hat{\boldsymbol{n}})) M^{* \mu} N^{\nu}\right|^{2}+\left|f_{\mu \nu}(\omega(1, \hat{\boldsymbol{n}})) M^{\mu} N^{\nu}\right|^{2}\right] \tag{4.178}
\end{equation*}
$$

This relation is the avatar of the relation between the energy of the wave and the squared amplitude of the wave, the only difference being that here we are measuring the momentum emitted in a given direction at a large distance $r$ from the source. The emitted radiation observable provides information about the magnitude of the observed messenger wave, but not about its phase. The direct derivation in previous sections adds that information. A recently proposed generalization of a standard event shape is sensitive to amplitude phases [265]. It would be interesting to explore a possible connection to the waveform.

### 4.6 BMS frame from amplitudes and static contributions to the waveform

One interesting aspect of studying the asymptotic structure at null infinity is that it impose constraints on the structure of the waveform and other radiative observables. In particular, the displacement memory effect must be included consistently in the generation of the waveform catalogue as stressed in [266]. In section 4.3, we have argued that that the waveform receives contributions at leading order from the fivepoint tree amplitude with the emission of one messenger, and we have studied the connected piece to compute the time-dependent contribution to the waveform. Here, we consider the disconnected piece in the gravitational setup.


Figure 4.7: The picture shows the static contribution of zero-energy graviton emissions to the waveform at the lowest order.

This disconnected piece, pictured in Fig. 4.7, involves the product of the threepoint amplitude and one on-shell delta function:

$$
\begin{equation*}
\left\langle k_{1}^{\sigma_{1}} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle=\left\langle k_{1}^{\sigma_{1}} p_{1}^{\prime}\right| T\left|p_{1}\right\rangle \delta_{\Phi}\left(p_{2}, p_{2}^{\prime}\right)+\left\langle k_{1}^{\sigma_{1}} p_{2}^{\prime}\right| T\left|p_{2}\right\rangle \delta_{\Phi}\left(p_{1}, p_{1}^{\prime}\right) \tag{4.179}
\end{equation*}
$$

The on-shell kinematics implies that the energy of the graviton must be exactly zero: we can therefore apply exactly Weinberg soft theorem

$$
\begin{align*}
\left\langle k_{1}^{\sigma_{1}} p_{1}^{\prime}\right| T\left|p_{1}\right\rangle & =\lim _{E_{k_{1}} \rightarrow 0} \frac{\kappa}{2} \varepsilon_{\mu \nu}^{\sigma_{1}}\left(k_{1}\right) p_{1}^{\mu} p_{1}^{\nu}\left(\frac{1}{k_{1} \cdot p_{1}-i \epsilon}-\frac{1}{k_{1} \cdot p_{1}+i \epsilon}\right) \delta_{\Phi}\left(p_{1}, p_{1}^{\prime}\right) \\
& =\pi i \kappa \varepsilon_{\mu \nu}^{\sigma_{1}}\left(k_{1}\right) p_{1}^{\mu} p_{1}^{\nu} \delta\left(k_{1} \cdot p_{1}\right) \delta_{\Phi}\left(p_{1}, p_{1}^{\prime}\right) \tag{4.180}
\end{align*}
$$

Therefore, the disconnected contribution to the five-point tree amplitude is of order $\mathcal{O}(\kappa)$ and it is highly degenerate because it is supported on zero-energy kinematics for the external graviton. We can easily get the classical contribution,

$$
\begin{align*}
&\left\langle k_{1}^{\sigma_{1}} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle= \pi i \kappa \varepsilon_{\mu \nu}^{\sigma_{1}}\left(k_{1}\right) \\
& \stackrel{\hbar \rightarrow 0}{\sim} \pi i \frac{\kappa}{\hbar^{3 / 2}} \varepsilon_{\mu \nu}^{\sigma_{1}} p_{1}^{\nu}\left(\bar{k}_{1}\right)\left[m_{A} v_{A}^{\nu} v_{A}^{\nu} \delta\left(p_{1}\right)+p_{2}^{\mu} p_{2}^{\nu} \delta\left(k_{1} \cdot v_{A}\right)\right] \delta_{\Phi}\left(p_{1}, p_{1}^{\prime}\right) v_{\Phi}^{\mu} v_{B}^{\nu} \delta\left(p_{2}, p_{2}^{\prime}\right) \\
&\left.\left.\times \delta_{\Phi}\left(p_{1}, p_{1}^{\prime}\right) v_{B}\right)\right]  \tag{4.181}\\
&\left(p_{2}, p_{2}^{\prime}\right) .
\end{align*}
$$

If we compute the expectation value of the graviton field in the classical limit

$$
\begin{aligned}
\left\langle\psi_{\text {in }}\right| S^{\dagger} h_{\mu \nu}(x) S\left|\psi_{\text {in }}\right\rangle= & 2 \Re \frac{1}{\sqrt{\hbar}} \sum_{\sigma_{1}= \pm 2} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}, k_{1}\right) \psi_{b}^{*}\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}, p_{2}\right) \\
& \times\left\langle k_{1}^{\sigma_{1}} p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle \varepsilon_{\mu \nu}^{* \sigma_{1}}\left(\bar{k}_{1}\right) e^{-i \bar{k}_{1} \cdot x} \\
= & 2 \Re \frac{1}{\sqrt{\hbar}} \sum_{\sigma_{1}= \pm 2} \int \mathrm{~d} \Phi\left(p_{1}, p_{2}, k_{1}\right)\left|\psi_{A}\left(p_{1}\right)\right|^{2}\left|\psi_{B}\left(p_{2}\right)\right|^{2} \varepsilon_{\alpha \beta}^{\sigma_{1}}\left(\bar{k}_{1}\right) \varepsilon_{\mu \nu}^{* \sigma_{1}}\left(\bar{k}_{1}\right) \\
& \times \pi i \frac{\kappa}{\hbar^{3 / 2}}\left[m_{A} v_{A}^{\alpha} v_{A}^{\beta} \delta\left(\bar{k}_{1} \cdot v_{A}\right) e^{i \bar{k}_{1} \cdot b}+m_{B} v_{B}^{\alpha} v_{B}^{\beta} \delta\left(\bar{k}_{1} \cdot v_{B}\right)\right] e^{-i \bar{k}_{1} \cdot x} \\
= & 2 \Re \int \mathrm{~d} \Phi\left(\bar{k}_{1}\right) \sum_{\sigma_{1}= \pm 2}\left[\varepsilon_{\alpha \beta}^{\sigma_{1}}\left(\bar{k}_{1}\right) \varepsilon_{\mu \nu}^{* \sigma_{1}}\left(\bar{k}_{1}\right)\right] e^{-i \bar{k}_{1} \cdot x} \\
& \times i \pi \kappa\left[m_{A} v_{A}^{\alpha} v_{A}^{\beta} \delta\left(\bar{k}_{1} \cdot v_{A}\right) e^{i \bar{k}_{1} \cdot b}+m_{B} v_{B}^{\alpha} v_{B}^{\beta} \delta\left(\bar{k}_{1} \cdot v_{B}\right)\right] \\
= & 2 \Re \int \mathrm{~d} \Phi\left(\bar{k}_{1}\right) i \sum_{j=A, B}\left[\frac{\kappa}{2} m_{j} P_{\mu \nu \alpha \beta} v_{j}^{\alpha} v_{j}^{\beta}(2 \pi) \delta\left(\bar{k}_{1} \cdot v_{j}\right) e^{i \bar{k}_{1} \cdot b_{j}}\right] e^{-i \bar{k}_{1} \cdot x},
\end{aligned}
$$

where $b_{j}=b$ (resp. $b_{j}=0$ ) for $j=A$ (resp. $j=B$ ) and

$$
\begin{equation*}
P_{\mu \nu \alpha \beta}:=\frac{1}{2}\left[P_{\mu \alpha} P_{\nu \beta}+P_{\mu \beta} P_{\nu \alpha}-P_{\mu \nu} P_{\alpha \beta}\right], \tag{4.182}
\end{equation*}
$$

as defined earlier in eq. (4.133). This matches exactly with the time-independent contribution to the waveform discussed in [131, 178], once we consider the leading $1 / r$ piece of the field at large distances

$$
\begin{equation*}
h_{\mu \nu}(t, r, \hat{\boldsymbol{n}}) \sim \frac{1}{4 \pi r} \int \frac{\mathrm{~d} \omega_{1}}{2 \pi} e^{-i \omega_{1}(t-r)} \sum_{j=A, B} \frac{\kappa}{2} m_{j} P_{\mu \nu \alpha \beta} v_{j}^{\alpha} v_{j}^{\beta}(2 \pi) \delta\left(\omega_{1}(1, \hat{\boldsymbol{n}}) \cdot v_{j}\right) e^{i \bar{k}_{1} \cdot b_{j}} \tag{4.183}
\end{equation*}
$$

Our result in eq. (4.183) depends only on zero-energy physics, and it might seem to be unphysical. But this is not the case, and the story is much more subtle. This contribution is related to the choice of the BMS frame at null infinity at the amplitude level and therefore it is a related to a gauge choice. Indeed, the vacuum in the full non-linear general relativity is labelled by the value of the soft BMS supertranslation charge [228], which is directly related to the contribution of zero-energy gravitons as discussed in section 4.4.1. Indeed, these terms do not contribute to the total energy emitted in gravitational waves but they will affect other observables like the total emitted angular momentum [131, 178], due to a known classical problem in GR known as BMS supertranslation ambiguity [267, 268]. Therefore, a byproduct of this analysis is that amplitudes with zero-energy gravitons give a new perspective on the choice of the BMS frame for radiative observables, which would be definitely worth investigating in the future.

## Chapter 5

## Coherent states from the S-matrix

Coherent states have a long history in applications to semi-classical physics [193, 269] as well as more recent interest [4, 82, 106, 128, 270]. In the very low-energy regime, a single coherent state provides the exact quantum state of radiation and taking the limit of the large number of quanta reproduce known classical limit results for the energy flux [255, 271-273]. A lot of attention has been devoted so far to the soft expansion where coherent states arise naturally from classical currents [106, 167, 170, $256,263,274]$, but the dynamics of how such states are generated by the full two-body classical dynamics is much less clear.

In this chapter, we will try to address this question from different perspectives. We will start by looking at the soft dynamics from the worldline perspective, where at the leading order it is possible to show analytically the emergence of the coherent state from the path integral. Then we will use the uncertainty principle introduced ealier in chapter 4 to impose the zero-variance classical requirement to the most generic density matrix in QFT written in the P-representation, both in the radiative and in the spin sector, and we will see how coherent states arise from this perspective. An alternative and more direct insight into the problem is offered by studying the properties of the particle distribution, like the mean, the variance and the factorial moments: as we will see, the deviation from coherence is an infrared safe concept which can be studied in perturbation theory. Finally, we will also establish a connection with asymptotic symmetries and to the definition of an infrared finite S-matrix in four dimensions.

### 5.1 Coherent states from the soft dynamics

In this section, we would like to provide a derivation of the emergence of coherent states from the soft dynamics in scalar QED in the classical scattering process of two charged point particles. While [119] considered the conservative case, here we extend the discussion to real radiation. This can be done using established methods which have been used in relatively recent literature on the eikonal approximation [275, 276]. We start from an incoming state of the form

$$
\begin{equation*}
\left|\psi_{\text {in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}\left(x_{1}, x_{2}\right) e^{i\left(p_{1} \cdot x_{1}+p_{2} \cdot x_{2}\right) / \hbar} e^{i\left(b \cdot p_{1}\right) / \hbar}\left|p_{1} p_{2}\right\rangle \tag{5.1}
\end{equation*}
$$

and our aim is to show that this should evolve over time to a state

$$
\begin{align*}
\left|\psi_{\text {out }}\right\rangle= & \int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \times \int \hat{\mathrm{d}}^{4} q \mathrm{~d}^{4} x e^{i q \cdot x / \hbar} e^{i b \cdot p_{1}^{\prime} / \hbar} e^{-i b \cdot q / \hbar} e^{i q \cdot\left(x_{2}-x_{1}\right) / \hbar} e^{i \chi\left(x_{\perp} ; s\right) / \hbar} \\
& \times \exp \left[\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \beta^{(\sigma)}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k)\right]\left|p_{1}^{\prime}, p_{2}^{\prime}\right\rangle, \tag{5.2}
\end{align*}
$$

where we use $\beta$ rather than $\alpha$ to refer to the coherent state parameter, as we will ultimately calculate this only in a particular limit, namely the forward approximation in which they follow classical straight-line trajectories. In such limit we are justified to effectively obtain

$$
\begin{align*}
\left|\psi_{\text {out }}\right\rangle= & \int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \times e^{i b \cdot p_{1}^{\prime} / \hbar} e^{i \chi\left(x_{\perp}-b_{\perp} ; s\right) / \hbar} \exp \left[\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \beta^{(\sigma)}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k)\right]\left|p_{1}^{\prime}, p_{2}^{\prime}\right\rangle . \tag{5.3}
\end{align*}
$$

The situation being considered here is similar to the analysis of [277], which considered particles emerging from an amplitude interacting with soft radiation (see reference [276] for the gravitational case). This analysis used path integral methods also known as the Schwinger proper time formalism ${ }^{1}$ - to write the propagators for the outgoing particles in terms of explicit sums over their spacetime trajectories. This provided a very physical picture for describing soft radiation, allowing the authors to generalise beyond the leading soft approximation, and to show that certain sets of corrections exponentiate in perturbation theory. However, only virtual radiation was included, and thus we must extend such methods to the real radiative case being considered here. We restrict our discussion to the case of QED for simplicity.

Let us first recall a useful result from the Schwinger formalism (reviewed here in appendix A), namely that the propagator for a particle in a background gauge field, produced at position $x_{i}$ and ending up with final momentum $p_{f}$, can be written as

$$
\begin{equation*}
D_{F}\left(x_{i}, p_{f}\right)=\int_{0}^{\infty} \mathrm{d} T e^{-T \epsilon / \hbar}\left\langle p_{f}\right| e^{-i(\hat{H} T) / \hbar}\left|x_{i}\right\rangle, \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle p_{f}\right| e^{-i \hat{H} T / \hbar}\left|x_{i}\right\rangle=\int_{x(0)=x_{i}}^{p(T)=p_{f}} \mathcal{D} p \mathcal{D} x \exp \left[\frac{i}{\hbar} p(T) \cdot x(T)+\frac{i}{\hbar} \int_{0}^{T} \mathrm{~d} t(-p \cdot \dot{x}-H(p, x))\right] \tag{5.5}
\end{equation*}
$$

is a double path integral in position and momentum space, subject to the above boundary conditions, and ${ }^{2}$

$$
\begin{equation*}
\hat{H}=-(\hat{p}-e \hat{A})^{2}+m^{2}=-\hat{p}^{2}+e \hat{p} \cdot \hat{A}+e \hat{A} \cdot \hat{p}-e^{2} \hat{A}^{2}+m^{2} \tag{5.6}
\end{equation*}
$$

is the Hamiltonian, where $e$ is the coupling constant and $\hat{A}^{\mu}$ is the gauge field interpreted as an operator in the quantum mechanical Hilbert space. As discussed in

[^30]appendix A, we should Weyl-order the Hamiltonian so that all momentum operators are to the left. Care must be taken with the term $\hat{A} \cdot \hat{p}$, where we note that we will be operating on momentum states to the left:
\[

$$
\begin{equation*}
\langle p| \hat{A} \cdot \hat{p}=\hat{p}_{\mu}\left(\hat{A}^{\mu}\right)\langle p|+\langle p| \hat{p} \cdot \hat{A} \tag{5.7}
\end{equation*}
$$

\]

Here $\hat{p}_{\mu}\left(A^{\mu}\right)$ represents the action of $\hat{p}_{\mu}$ on $\hat{A}^{\mu}$. Using the fact that $\hat{p}=-i \partial_{\mu}$ in position space, we can get rid of this term by using the Lorenz gauge $\partial_{\mu} A^{\mu}=0$, so that our Hamiltonian becomes

$$
\begin{equation*}
\hat{H}=-\hat{p}^{2}+2 e \hat{p} \cdot \hat{A}-e^{2} \hat{A}^{2}+m^{2} \tag{5.8}
\end{equation*}
$$

Plugging this into eq. (5.4) and using eq. (5.5), we obtain a path integral representation for the propagator of a scalar particle in the presence of a gauge field:

$$
\begin{align*}
D_{F}\left(x_{i}, p_{f} ; A\right)= & \int_{0}^{\infty} \mathrm{d} T e^{-T \epsilon / \hbar} \int_{x(0)=x_{i}}^{p(T)=p_{f}} \mathcal{D} p \mathcal{D} x \\
& \times \exp \left[\frac{i}{\hbar} p(T) \cdot x(T)+\frac{i}{\hbar} \int_{0}^{T} \mathrm{~d} t\left(-p \cdot \dot{x}+p^{2}-2 e p \cdot A+e^{2} A^{2}-m^{2}\right)\right] \tag{5.9}
\end{align*}
$$

It is of course impossible to carry out this path integral in general; this would amount to exactly solving for a quantum particle moving in an arbitrary electromagnetic field! But we can evaluate it approximately in many different cases. Relevant for our purposes is if a particle has position $x_{i}$ at $t=0$, and follows an approximate straight-line trajectory, given by

$$
\begin{equation*}
x_{c}^{\mu}=x_{i}^{\mu}+p_{f}^{\mu} t, \quad 0 \leq t \leq T \tag{5.10}
\end{equation*}
$$

where $p_{f}$ is the final momentum introduced above. In the sum over trajectories in eq. (5.9), we can then redefine

$$
\begin{equation*}
x(t) \rightarrow x_{c}(t)+x(t), \quad p(t) \rightarrow p_{f}+p(t) \tag{5.11}
\end{equation*}
$$

where now $x(t)$ and $p(t)$ are small fluctuations. Substituting this into eq. (5.9), one finds

$$
\begin{align*}
& D_{F}\left(x_{i}, p_{f} ; A\right)=\int_{0}^{\infty} \mathrm{d} T e^{-T \epsilon / \hbar} e^{\frac{i}{\hbar} p_{f} \cdot x_{i}+\frac{i}{\hbar} T\left(p_{f}^{2}-m^{2}\right)} \\
& \quad \times \int_{x(0)=0}^{p(T)=0} \mathcal{D} p \mathcal{D} x \exp \left[\frac{i}{\hbar} \int_{0}^{T} \mathrm{~d} t\left(p \cdot\left(p_{f}-\dot{x}\right)+p^{2}-2 e p \cdot A-2 e p_{f} \cdot A+e^{2} A^{2}\right)\right] \tag{5.12}
\end{align*}
$$

This still looks rather formidable, but it will simplify considerably in what follows.
Let us now apply this to the problem of a pair of propagating particles, interacting via photon exchange, in the conservative case. We will consider two different scalar fields $\phi_{1}$ and $\phi_{2}$, so that the scattering particles can in principle be different. We may then consider the 4-point Green's function:

$$
\begin{align*}
& G_{4}\left(\phi_{1}\left(x_{1}\right), \phi_{1}\left(x_{2}\right), \phi_{2}\left(x_{3}\right), \phi_{2}\left(x_{4}\right)\right) \\
&=\int \mathcal{D} A_{\mu} \mathcal{D} \phi_{1} \mathcal{D} \phi_{2} \phi_{1}\left(x_{1}\right) \phi_{1}\left(x_{2}\right) \phi_{2}\left(x_{3}\right) \phi_{2}\left(x_{4}\right) e^{\frac{i}{\hbar} S\left(\phi_{1}, \phi_{2}, A_{\mu}\right)} \tag{5.13}
\end{align*}
$$

which will ultimately be related to S-matrix elements for the scattering particles, and we may separate the total classical action $S\left(\phi_{1}, \phi_{2}, A_{\mu}\right)$ into three distinct terms:

$$
\begin{equation*}
S\left(\phi_{1}, \phi_{2}, A_{\mu}\right)=S_{A}\left(A_{\mu}\right)+S_{1}\left(\phi_{1}, A_{\mu}\right)+S_{2}\left(\phi_{2}, A_{\mu}\right) \tag{5.14}
\end{equation*}
$$

The first term on the right-hand side consists of terms involving only the gauge field $A_{\mu}$, and $S_{i}\left(\phi_{i}, A_{\mu}\right)$ contains terms involving the individual scalar field $\phi_{i}$ only, or its coupling to the gauge field. Substituting eq. (5.14) into eq. (5.13), this may be rewritten as

$$
\begin{align*}
G_{4}\left(\phi_{1}\left(x_{1}\right), \phi_{1}\left(x_{2}\right),\right. & \left.\phi_{2}\left(x_{3}\right), \phi_{2}\left(x_{4}\right)\right) \\
& =\int \mathcal{D} A_{\mu} G_{2}\left(\phi_{1}\left(x_{1}\right) \phi_{1}\left(x_{2}\right) ; A\right) G_{2}\left(\phi_{2}\left(x_{3}\right) \phi_{2}\left(x_{4}\right) ; A\right) e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \tag{5.15}
\end{align*}
$$

where

$$
\begin{equation*}
G_{2}\left(\phi_{i}(x) \phi_{i}(y) ; A\right)=\int \mathcal{D} \phi_{i} \phi_{i}(x) \phi_{i}(y) e^{\frac{i}{\hbar} S_{i}\left(\phi_{i}, A\right)} \tag{5.16}
\end{equation*}
$$

is the two-point function for the field $\phi_{i}$ in the presence of a background gauge field. This is simply the propagator, and indeed is almost exactly the object that we worked out in eq. (5.12). The only difference is that eq. (5.12) has the scalar particle moving from a state of given initial position and final momentum, while in eq. (5.16) both initial and final positions are specified. The form of eq. (5.12) is convenient for our problem given that we wish to consider particles that are separated by an definite distance $\Delta x$. Let us therefore consider a pair of particles "produced" at positions $z_{i}$, so that $z_{1}=x_{1}$ and $z_{2}=x_{3}$. Then we can use translational invariance to set

$$
\begin{equation*}
z_{1}^{\mu}=\Delta x^{\mu}, \quad z_{2}^{\mu}=0 \tag{5.17}
\end{equation*}
$$

Each particle $i$ propagates out to infinity, ending up with a final momentum $p_{i}^{\prime}$, and so we are interested in the Green's function

$$
\begin{equation*}
G_{4}\left(\phi_{1}\left(z_{1}\right), \phi_{1}\left(p_{1}^{\prime}\right), \phi_{2}\left(z_{2}\right), \phi_{2}\left(p_{2}^{\prime}\right)\right)=\int \mathcal{D} A_{\mu} D_{F}\left(z_{1}, p_{1}^{\prime} ; A\right) D_{F}\left(z_{2}, p_{2}^{\prime} ; A\right) e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \tag{5.18}
\end{equation*}
$$

where we used the notation for the propagators in eq. (5.12). To turn this into a transition matrix element, we need to truncate the free propagators for the final state particles according to the LSZ prescription. In other words, each of the full scalar field propagators will be modified

$$
\begin{align*}
-i\left(p_{i}^{\prime 2}-m_{i}^{2}\right) D_{F}\left(z_{i}, p_{i}^{\prime} ; A\right) & =-i\left(p_{i}^{\prime 2}-m_{i}^{2}\right) \int_{0}^{\infty} \mathrm{d} T e^{-T \epsilon / \hbar} e^{\frac{i}{\hbar} p_{i}^{\prime} z_{i}+\frac{i}{\hbar} T\left(p_{i}^{\prime 2}-m_{i}^{2}\right)} f_{i}(0, T) \\
& =-e^{\frac{i}{\hbar} p_{i}^{\prime} \cdot z_{i}} \int_{0}^{\infty} \mathrm{d} T e^{-T \epsilon / \hbar} f_{i}(0, T) \frac{d}{d T} e^{\frac{i}{\hbar} T\left(p_{i}^{\prime 2}-m_{i}^{2}\right)} \tag{5.19}
\end{align*}
$$

Again we used eq. (5.12), and defined
$f_{i}(0, T)=\int_{x_{i}(0)=0}^{p(T)=0} \mathcal{D} p \mathcal{D} x \exp \left[\frac{i}{\hbar} \int_{0}^{T} \mathrm{~d} t\left(p \cdot\left(p_{i}^{\prime}-\dot{x}\right)+p^{2}-2 e p \cdot A-2 e p_{i}^{\prime} \cdot A+e^{2} A^{2}\right)\right]$.
Integrating by parts and enforcing the on shell constraint ${p_{i}^{\prime}}^{2} \rightarrow m_{i}^{2}$ gives

$$
\begin{equation*}
-i\left(p_{i}^{\prime 2}-m_{i}^{2}\right) D_{F}\left(z_{i}, p_{i}^{\prime} ; A\right) \rightarrow e^{i\left(p_{i}^{\prime} \cdot z_{i}\right) / \hbar} f(0, \infty) \tag{5.21}
\end{equation*}
$$

Combining this with eq. (5.18) and using the initial positions of eq. (5.17), we find that the partially truncated Green's function associated with our chosen process is

$$
\begin{equation*}
\left.G_{4}\left(p_{1}^{\prime}, p_{2}^{\prime} ; b\right)\right|_{3,4}=\int \mathcal{D} A_{\mu} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} f_{1}(0, \infty) f_{2}(0, \infty) e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \tag{5.22}
\end{equation*}
$$

where the notation on the left-hand side denotes those particles for which the LSZ reduction has been carried out. After shifting $p \rightarrow p+e A$ in the integration over $p$, eq. (5.20) implies

$$
\begin{align*}
& f_{i}(0, \infty) \\
& =\int_{x(0)=0}^{p(T)=0} \mathcal{D} p \mathcal{D} x \exp \left\{\frac{i}{\hbar} \int_{0}^{\infty} \mathrm{d} t\left[\left(p-\frac{\dot{x}}{2}+\frac{p_{i}^{\prime}}{2}\right)^{2}-\frac{\dot{x}^{2}}{4}+\frac{p_{i}^{\prime} \cdot \dot{x}}{2}-\frac{m_{i}^{2}}{4}-e \dot{x} \cdot A-e p_{i}^{\prime} \cdot A\right]\right\} \tag{5.23}
\end{align*}
$$

The $p$ integral is Gaussian and can be absorbed into the overall normalisation of the path integral of eq. (5.20) (as can the term in $m_{i}^{2}$ ). One then has

$$
\begin{equation*}
f_{i}(0, \infty)=\int \mathcal{D} x \exp \left\{\frac{i}{\hbar} \int_{0}^{\infty} \mathrm{d} t\left[-\frac{\dot{x}^{2}}{4}+\frac{1}{2} p_{i}^{\prime} \cdot \dot{x}-e \dot{x} \cdot A-e p_{i}^{\prime} \cdot A\right]\right\} \tag{5.24}
\end{equation*}
$$

Eq. (5.22) has a nice interpretation: to represent the (half-truncated) Green's function for scalar particles interacting via a gauge field, one can describe the passage of each particle by a factor representing the sum over possible trajectories, weighted by an "action" containing the interaction of the particle with the gauge field. It is possible to carry out the path integral in eq. (5.24) perturbatively, which corresponds to summing over the various wobbles that the trajectory can have. These wobbles are caused by interactions with the gauge field, as one expects: each wobble corresponds to a recoil against an emitted photon. Then the path integral over the gauge field in eq. (5.22) sums over all possible photon emissions between the scalar particle lines.

Above, we have only carried out the LSZ reduction for the outgoing particles 3 and 4 . We must also carry out the reduction for particles 1 and 2. That this is not as simple as in eq. (5.19) ultimately stems from the fact that the lower limit of the Schwinger proper time integral in eq. (5.4) is zero, rather than minus infinity. It is possible to transform proper time coordinates so that the LSZ reduction for incoming particles can be carried out in the above formulae, as argued recently in ref. [124]. An alternative approach was presented, some time ago, in ref. [279]. Here we will take a more pedestrian approach, and simply consider that the above argument has provided only half of the full four-point Green's function, as shown in Fig. 5.1(a). That is, the particles at the origin and $\Delta x^{\mu}$ are off-shell and propagate out to form the final states with momenta $\left\{p_{i}^{\prime}\right\}$. We can then easily fill in the remaining half of the scattering process, as shown in Fig. 5.1(b), by appending the integrand of eq. (5.22) with two additional $f$-factors for the incoming particles:

$$
\begin{align*}
S\left(\left\{p_{i}\right\},\left\{p_{i}^{\prime}\right\} ; \Delta x\right) & =\int \mathcal{D} A_{\mu} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} f_{1}(-\infty, 0) f_{1}(0, \infty) f_{2}(-\infty, 0) f_{2}(0, \infty) e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \\
& =\int \mathcal{D} A_{\mu} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} f_{1}(-\infty, \infty) f_{2}(-\infty, \infty) e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \tag{5.25}
\end{align*}
$$

where in the second line we have used the definition of the $f$-factors to combine them into a single factor associated with each incoming particle. On the left-hand side, we have acknowledged that the LSZ reduction has now been carried out for the incoming particles, so that eq. (5.25) constitutes an S-matrix element. As such, it includes the


Figure 5.1: (a) The half-truncated 4-point Green's function considered in eq. (5.22), in which off-shell particles separated by a distance $\Delta x^{\mu}$ propagate out to form outgoing states; (b) the complete scattering process.
case of trivial scattering (which results if $A_{\mu} \rightarrow 0$ ). If we instead want the T-matrix element, we would replace eq. (5.25) with

$$
\begin{equation*}
T\left(\left\{p_{i}\right\},\left\{p_{i}^{\prime}\right\} ; \Delta x\right)=e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar}\left[\int \mathcal{D} A_{\mu} f_{1}(-\infty, \infty) f_{2}(-\infty, \infty) e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)}-1\right] \tag{5.26}
\end{equation*}
$$

To make sense of these expressions, let us consider the leading contribution to the path integral for each incoming particle. This corresponds to the classical approximation in which the particles follow classical straight-line trajectories, such that the fluctuations $x^{\mu}(t)=\dot{x}^{\mu}=0$. Then, one may simplify

$$
\begin{equation*}
f_{i}(-\infty, \infty) \rightarrow \exp \left[-\frac{i}{\hbar} e \int_{-\infty}^{\infty} \mathrm{d} t p_{i}^{\prime} \cdot A\right]=\Phi_{i} \tag{5.27}
\end{equation*}
$$

The right-hand side is simply a Wilson line operator

$$
\begin{equation*}
\Phi_{i}=\exp \left[-\frac{i}{\hbar} e \int_{-\infty}^{\infty} \mathrm{d} x_{i}^{\prime \mu} A_{\mu}\right] \tag{5.28}
\end{equation*}
$$

evaluated along the path

$$
\begin{equation*}
x_{i}^{\prime \mu}=z_{i}^{\mu}+p_{i}^{\prime \mu} t, \quad-\infty<t<\infty \tag{5.29}
\end{equation*}
$$

We have thus found that if our particles start at time $t=0$ separated by an impact parameter $b^{\mu}$, they evolve according to the operator

$$
\begin{equation*}
S\left(p_{1}^{\prime}, p_{2}^{\prime} ; \Delta x\right)=\int \mathcal{D} A_{\mu} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} \Phi_{1} \Phi_{2} e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \tag{5.30}
\end{equation*}
$$

This amounts to saying that the amplitude is described by a vacuum expectation value of Wilson line operators, which is by no means a new observation: the description of the Regge (high energy) limit of $2 \rightarrow 2$ scattering in terms of Wilson lines was given in QCD [280], and later generalised to gravity in [281, 282] (see also refs. [283, 284]). The QED case, however, is particularly simple. If we neglect pair production of the scalar fields, the path-integral in eq. (5.24) can be performed exactly. It may look
more familiar if we write the Wilson line coupling in terms of a current:

$$
\begin{equation*}
-\frac{i}{\hbar} e \int \mathrm{~d} x^{\mu} A_{\mu} \equiv-\frac{i}{\hbar} \int \mathrm{~d}^{4} x J_{i}^{\mu} A_{\mu}, \quad J_{i}^{\mu}=e v_{i}^{\mu} \delta^{(3)}(\boldsymbol{x}-\boldsymbol{z}(t)) \tag{5.31}
\end{equation*}
$$

where the delta function localises the current onto the particle's worldline described by $\boldsymbol{z}(t)$. Then one may define an overall current

$$
\begin{equation*}
J=J_{1}+J_{2} \tag{5.32}
\end{equation*}
$$

so that the path integral of eq. (5.30) assumes the familiar form

$$
\begin{equation*}
S\left(p_{1}^{\prime}, p_{2}^{\prime} ; \Delta x\right)=\int \mathcal{D} A_{\mu} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} e^{\frac{i}{\hbar}\left[S_{A}\left(A_{\mu}\right)-A_{\mu} J^{\mu}\right]} \tag{5.33}
\end{equation*}
$$

Given $S_{A}\left(A_{\mu}\right)$ is quadratic in QED, one finds

$$
\begin{equation*}
S\left(p_{1}^{\prime}, p_{2}^{\prime} ; \Delta x\right)=e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} \exp \left[\frac{i}{\hbar} \int \mathrm{~d}^{4} x \int \mathrm{~d}^{4} y J^{\mu}(x) D_{\mu \nu}(x-y) J^{\nu}(y)\right] \tag{5.34}
\end{equation*}
$$

where $D_{\mu \nu}(x-y)$ is the photon propagator. This can be interpreted as follows. The exponent consists of all possible one-photon exchanges between the two Wilson lines (including those diagrams in which the photon may be emitted and absorbed by the same particle). This one-loop contribution then exponentiates, as we know it must! We did not have to force this property: it comes out simply from the formalism we are using. As was shown in e.g. [281], the one-loop VEV of Wilson lines generates the eikonal phase $\chi$ experienced by two interacting particles in precisely the situation we are examining. Note that this eikonal phase is only dependent on the transverse distance which we can identify with $x_{\perp}-b_{\perp}$. In general we expect it to be related to the 4 -pt amplitude via eq.(7.6). Thus, we can write eq. (5.30) simply as ${ }^{3}$

$$
\begin{equation*}
S\left(p_{1}^{\prime}, p_{2}^{\prime} ; \Delta x\right)=e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} e^{i \chi\left(x_{\perp}-b_{\perp}, s\right) / \hbar} \tag{5.35}
\end{equation*}
$$

In turn, this leads to a final state

$$
\begin{equation*}
\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} e^{i \chi\left(x_{\perp}-b_{\perp}, s\right) / \hbar}\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{5.36}
\end{equation*}
$$

At the leading order we're considering, there is no distinction between the impact parameter $b^{\mu}$ and $\Delta x^{\mu}$ and therefore we can equivalently write eq. (5.36) as

$$
\begin{equation*}
\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} e^{i\left(b \cdot p_{1}^{\prime}\right) / \hbar} e^{i \chi\left(x_{\perp}-b_{\perp}, s\right) / \hbar}\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{5.37}
\end{equation*}
$$

which agrees with eq. (7.7) within our approximation. In general, we need to relate $e^{i \chi\left(x_{\perp}-b_{\perp}, s\right) / \hbar}$ with the four-point amplitude via eq. (7.1) and this would imply that the relation between $b^{\mu}$ and $\Delta x^{\mu}$ is more subtle (see eq. (7.14)).

This has all been in the conservative regime with no radiation, and now we would like to extend this to the radiative case. To this end, we need to go back and include the contribution of the gauge field insertion in the Green's function correlator. In principle, we should allow any number $(n)$ of photons and therefore we will generalise

[^31]eq. (5.13) to the $(n+4)$-pt correlator
\[

$$
\begin{align*}
& G_{n+4}\left(\phi_{1}\left(x_{1}\right), \phi_{1}\left(x_{2}\right), \phi_{2}\left(x_{3}\right), \phi_{2}\left(x_{4}\right),\left\{A_{\sigma_{j}}\left(x_{j}\right)\right\}_{j=5, \ldots, n+4}\right) \\
& \quad=\int \mathcal{D} A_{\mu} \mathcal{D} \phi_{1} \mathcal{D} \phi_{2} \phi_{1}\left(x_{1}\right) \phi_{1}\left(x_{2}\right) \phi_{2}\left(x_{3}\right) \phi_{2}\left(x_{4}\right) A_{\sigma_{5}}\left(x_{5}\right) \ldots A_{\sigma_{n+4}}\left(x_{n+4}\right) e^{\frac{i}{\hbar} S\left(\phi_{1}, \phi_{2}, A_{\mu}\right)} . \tag{5.38}
\end{align*}
$$
\]

We may then carry out similar steps to above to find the S-matrix element for the radiative corrections to the process of Fig. 5.1(b). The result is (c.f. eq. (5.25))

$$
\begin{align*}
S\left(\left\{p_{i}\right\},\left\{p_{i}^{\prime}\right\},\left\{k_{i}\right\} ; \Delta x\right) & =\prod_{j=5}^{n+4}\left[\int \mathrm{~d}^{4} x_{j} e^{-i\left(k_{j} \cdot x_{j}\right) / \hbar} \square_{x_{j}}\right] e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} \int \mathcal{D} A_{\mu} e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \\
& \times \prod_{j=5}^{n+4}\left[\left(\varepsilon^{\sigma_{j}}\left(k_{j}\right) \cdot A_{\sigma_{j}}\left(x_{j}\right)\right)\right] f_{1}(-\infty, \infty) f_{2}(-\infty, \infty) \tag{5.39}
\end{align*}
$$

where we have included the LSZ reduction for the outgoing photons, with momenta $\left\{k_{i}\right\}$ and polarisation vectors $\left\{\varepsilon\left(k_{i}\right)\right\}$. Let us clarify this expression by again taking the leading classical behaviour, such that the two massive particles are following straightline trajectories. Then we have, using eq. (5.27),

$$
\begin{align*}
S & \left(\left\{p_{i}\right\},\left\{p_{i}^{\prime}\right\},\left\{k_{i}\right\} ; \Delta x\right) \\
& =\prod_{j=5}^{n+4}\left[\int \mathrm{~d}^{4} x_{j} e^{-i\left(k_{j} \cdot x_{j}\right) / \hbar} \square_{x_{j}}\right] \int \mathcal{D} A_{\mu} e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar} \Phi_{1} \Phi_{2} \prod_{j=5}^{n+4}\left[\left(\varepsilon^{\sigma_{j}}\left(k_{j}\right) \cdot A_{\sigma_{j}}\left(x_{j}\right)\right)\right] e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} . \tag{5.40}
\end{align*}
$$

Since the path integral is Gaussian, it is easy to perform it analytically and to take the LSZ reduction to get

$$
\begin{aligned}
S & \left(\left\{p_{i}\right\},\left\{p_{i}^{\prime}\right\},\left\{k_{i}\right\} ; \Delta x\right) \\
& =\frac{e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar}}{n!} \prod_{j=5}^{n+4}\left[\varepsilon^{\sigma_{j}}\left(k_{j}\right) \cdot \tilde{J}\left(k_{j}\right)\right] \exp \left[i \int \mathrm{~d}^{4} x \int \mathrm{~d}^{4} y J^{\mu}(x) D_{\mu \nu}(x-y) J^{\nu}(y)\right] \\
& =\frac{e^{i\left(\Delta x \cdot p_{1}^{\prime}\right) / \hbar}}{n!} \prod_{j=5}^{n+4}\left[\varepsilon^{\sigma_{j}}\left(k_{j}\right) \cdot \tilde{J}\left(k_{j}\right)\right] e^{i \chi\left(x_{\perp}-b_{\perp}, s\right) / \hbar},
\end{aligned}
$$

where we have defined the Fourier transform of the current

$$
\begin{equation*}
\tilde{J}_{\mu}\left(k_{j}\right)=\int \mathrm{d}^{4} x_{j} e^{-i\left(k_{j} \cdot x_{j}\right) / \hbar} J_{\mu}\left(x_{j}\right), \tag{5.41}
\end{equation*}
$$

and recognised the eikonal phase from eq. 5.34 and eq. (5.35). We see that the photon distribution is exactly Poissonian in this approximation, which is the hallmark of a coherent state. To see this in more detail, note that we can construct the full final state by summing over infinitely many photon emissions. Including then the measure for the incoming wavepackets etc., in our leading soft approximation we obtain eq. (5.3) as desired.

It is worth noticing at this point that a similar coherent state structure arise in scattering amplitudes as a consequence of infrared divergences: indeed, this is just a consequence of Weinberg soft theorems [255]. The fact that the scalar QED amplitude factorizes at leading order in the soft expansion for the external photons is a classical phenomenon: indeed, it can be viewed as the soft photon emission from a classical hard current given by the massive particles following straight-line trajectories [285]. In
this setup, there is a classical factorization for observables as discussed in section 4.4 which now we understand as a simple consequence of the uncertainty principle. We will touch more this points in section 5.5.

Going beyond the straight-line approximation, we cannot solve the path integral over particle trajectories exactly, and thus need to rely on perturbation theory. But still, it is possible to see that the (perturbatively defined) classical currents associated to massive particle trajectories are emitting on-shell photons according to a Poissonian distribution. Therefore, coherent states naturally appear in this setup. This can be proved by splitting the path integral in eq. (5.40) for the gauge field between potential and radiation modes ${ }^{4}$

$$
\begin{equation*}
\int \mathcal{D} A_{\mu}=\int_{\mathrm{pot}} \mathcal{D} A_{\mu}^{\mathrm{pot}} \int_{\mathrm{rad}} \mathcal{D} A_{\mu}^{\mathrm{rad}} \tag{5.42}
\end{equation*}
$$

For radiation modes we can use the on-shell plane-wave expansion and eq. (5.39) becomes

$$
\begin{align*}
& S\left(\left\{p_{i}\right\},\left\{p_{i}^{\prime}\right\},\left\{k_{i}\right\} ; \Delta x\right)=\prod_{j=5}^{n+4}\left[\int \mathrm{~d}^{4} x_{j} e^{-i\left(k_{j} \cdot x_{j}\right) / \hbar} \square_{x_{j}}\right] \int_{\mathrm{pot}} \mathcal{D} A_{\mu}^{\mathrm{pot}} \int_{\mathrm{rad}} \mathcal{D} A_{\mu}^{\mathrm{rad}} \\
& \times\left(\int \mathcal{D} x_{1} e^{W_{1}^{\mathrm{pot}}+W_{1}^{\mathrm{rad}}}\right)\left(\int \mathcal{D} x_{2} e^{W_{2}^{\mathrm{pot}}+W_{2}^{\mathrm{rad}}}\right) \prod_{j=5}^{n+4}\left[\left(\varepsilon^{\sigma_{j}}\left(k_{j}\right) \cdot A_{\sigma_{j}}\left(x_{j}\right)\right)\right] e^{\frac{i}{\hbar} S_{A}\left(A_{\mu}\right)} \tag{5.43}
\end{align*}
$$

where we have written

$$
\begin{equation*}
f_{i}(-\infty, \infty)=\int \mathcal{D} x_{i} e^{W_{i}^{\mathrm{pot}}+W_{i}^{\mathrm{rad}}} \tag{5.44}
\end{equation*}
$$

and defined

$$
\begin{align*}
& W_{i}^{\mathrm{pot}}=\frac{i}{\hbar} \int_{-\infty}^{+\infty} \mathrm{d} t\left(-\frac{1}{4} \dot{x}^{2}+\frac{1}{2} p_{i}^{\prime} \cdot \dot{x}-e \dot{x} \cdot A^{\mathrm{pot}}-e p_{i}^{\prime} \cdot A^{\mathrm{pot}}\right) \\
& W_{i}^{\mathrm{rad}}=-\frac{i}{\hbar^{\frac{3}{2}}} e \int_{-\infty}^{+\infty} \mathrm{d} t\left(\dot{x}+p_{i}^{\prime}\right)_{\mu} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k)\left[a_{\sigma}(k) \varepsilon_{\sigma}^{\mu *}(k) e^{-\frac{i}{\hbar} k \cdot x}+\text { h.c. }\right] \tag{5.45}
\end{align*}
$$

If we restore the power counting in $\hbar$ for the coupling $e \rightarrow e / \sqrt{\hbar}$ and we define a (perturbative) trajectory-dependent classical current

$$
\begin{equation*}
J_{i}^{\mu}(t, \boldsymbol{x}):=i e\left(\dot{x}+p_{i}^{\prime}\right)^{\mu} \tag{5.46}
\end{equation*}
$$

we can write

$$
\begin{equation*}
W_{i}^{\mathrm{rad}}=-\int_{-\infty}^{+\infty} \mathrm{d} t \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(\bar{k})\left[a_{\sigma}(k)\left(J_{i}(t, \boldsymbol{x}) \cdot \varepsilon_{\sigma}^{*}(\bar{k})\right) e^{-i \bar{k} \cdot x}-\text { h.c. }\right] \tag{5.47}
\end{equation*}
$$

At this point we can express the current in frequency modes $J_{i}^{\mu}(\omega, x)$,

$$
\begin{equation*}
J_{i}^{\mu}(t, \boldsymbol{x})=\int \frac{\mathrm{d} \bar{\omega}}{2 \pi} e^{-i \bar{\omega} t} \tilde{J}_{i}^{\mu}(\bar{\omega}, \boldsymbol{x}) \tag{5.48}
\end{equation*}
$$

[^32]which gives
\[

$$
\begin{equation*}
W_{i}^{\mathrm{rad}}=\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(\bar{k})\left(\tilde{J}_{i}^{*}\left(-\omega_{k}, \boldsymbol{x}\right) \cdot \varepsilon_{\sigma}(\bar{k}) a_{\sigma}^{\dagger}(k)-\text { h.c. }\right) \tag{5.49}
\end{equation*}
$$

\]

This is indeed a coherent state, in the form of a displacement operator. We wish to remind the reader that at this stage we have not yet expanded the trajectory in perturbation theory, since eq. (5.43) is an exact result. Effectively, at every order in perturbation theory, there will be an effective on-shell current which is the classical "source" of coherent radiation for each trajectory. What remains to be established, perturbatively, is how these classical currents interact to produce the final conjectured coherent state.

### 5.2 Coherent states from the uncertainty principle

We would like to understand the final particle distribution for the photons emitted in a scattering process in the classical limit. In particular, we want to show here that for classical radiation the factorization property of expectation values of physical observables is directly connected to coherence. To simplify our discussion, we work in a spacetime box of finite dimension $V$ with periodic boundary conditions so that there will be a finite number $\left|V^{D}\right|$ of allowed momenta $\left\{k_{i}\right\}_{i \in V^{D}}$ in the dual momentum lattice $V^{D}$. At the end of the discussion, we will take $V \rightarrow+\infty$. In this framework, we can construct a coherent state for each quantum-mechanical harmonic oscillator with momentum $\left\{k_{i}\right\}$

$$
\begin{equation*}
\left|\alpha_{k_{i}}^{\sigma}\right\rangle=\mathcal{N}_{\alpha} \exp \left(\alpha^{\sigma}\left(k_{i}\right) a_{\sigma}^{\dagger}\left(k_{i}\right)\right)|0\rangle, \quad \forall k_{i} \in V^{D} \tag{5.50}
\end{equation*}
$$

It is known that we can write every classical radiation density matrix as a probability distribution in the coherent state space, as proved by Glauber and Sudarshan [286289]

$$
\begin{equation*}
\hat{\rho}_{\text {out }}=\sum_{\sigma= \pm 1} \int \prod_{l_{i} \in V^{D}} \mathrm{~d}^{2} \alpha_{l_{i}}^{\sigma} \mathcal{P}^{\sigma}(\alpha)\left|\alpha_{l_{i}}^{\sigma}\right\rangle\left\langle\alpha_{l_{i}}^{\sigma}\right| \quad \mathrm{d}^{2} \alpha_{l}^{\sigma}:=\left(\mathrm{d} \Re \alpha_{l}^{\sigma} \mathrm{d} \Im \alpha_{l}^{\sigma}\right) / \pi \tag{5.51}
\end{equation*}
$$

where $\mathcal{P}^{\sigma}(\alpha)$ is a separable function of $\alpha_{l_{i}}^{\sigma}$ with $i \in V^{D}$

$$
\begin{equation*}
\mathcal{P}^{\sigma}(\alpha):=\prod_{l_{i} \in V^{D}} \mathcal{P}^{\sigma}\left(\alpha\left(l_{i}\right)\right) \tag{5.52}
\end{equation*}
$$

For the classical case $\mathcal{P}^{\sigma}(\alpha) \geq 0$, and this is what allows to talk about probability distribution in the standard mathematical sense. Let us stress here that in the notation $\sum_{l_{i} \in V^{D}}$ we include not only the summation over the dual lattice vectors but also the appropriate finite-volume on-shell phase-space normalization.

What is the implication of the exact classical factorization on the final radiation density matrix? Based on the previous discussion of negligible uncertainty we expect that the expectation value $\langle\cdot\rangle_{\rho_{\text {out }}}$ in the density matrix of eq. (5.51) gives

$$
\begin{equation*}
\left\langle\mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \delta}(y)\right\rangle_{\rho_{\text {out }}} \stackrel{\hbar \rightarrow 0}{=}\left\langle\mathbb{F}_{\mu \nu}(x)\right\rangle_{\rho_{\text {out }}}\left\langle\mathbb{F}_{\rho \delta}(y)\right\rangle_{\rho_{\text {out }}} \tag{5.53}
\end{equation*}
$$

We use the on-shell mode expansion for the field strength operator

$$
\begin{equation*}
\mathbb{F}_{\mu \nu}(x)=\frac{-i}{\sqrt{\hbar}} \sum_{\sigma= \pm 1} \sum_{k \in V^{D}}\left[a_{\sigma}(k) \bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma} e^{-i \bar{k} \cdot x}-\text { h.c. }\right], \tag{5.54}
\end{equation*}
$$

and by taking advantage of the completeness relation in the Hilbert space of photons ${ }^{5}$

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm 1} \sum_{l_{1}, \ldots, l_{n} \in V^{D}}\left|l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right\rangle\left\langle l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right|=1 \tag{5.55}
\end{equation*}
$$

we have,

$$
\begin{align*}
\operatorname{Tr}_{\rho_{\text {out }}}\left(\mathbb{F}_{\mu \nu}(x)\right)= & \sum_{n=0}^{+\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm 1} \sum_{l_{1}, \ldots, l_{n} \in V^{D}}\left\langle l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right| \mathbb{F}_{\mu \nu}(x) \rho_{\text {out }}\left|l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right\rangle \\
= & \sum_{n, m=0}^{+\infty} \frac{1}{n!m!} \sum_{\sigma_{1}, \sigma_{1}^{\prime}, \ldots, \sigma_{n}, \sigma_{m}^{\prime}= \pm 1} \sum_{l_{1}, l_{1}^{\prime}, \ldots, l_{n}, l_{m} \in V D} \\
& \times\left\langle l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right| \mathbb{F}_{\mu \nu}(x)\left|\left(l_{1}^{\prime}\right)^{\sigma_{1}} \ldots\left(l_{m}^{\prime}\right)^{\sigma_{m}^{\prime}}\right\rangle\left\langle\left(l_{1}^{\prime}\right)^{\sigma_{1}} \ldots\left(l_{m}^{\prime}\right)^{\sigma_{m}^{\prime}}\right| \rho_{\text {out }}\left|l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right\rangle \\
= & -i \hbar^{\frac{3}{2}} \sum_{n=0}^{+\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm 1} \sum_{\bar{l}_{1}, \ldots, \bar{l}_{n} \in \bar{V}^{D}} \\
& \times \sum_{\bar{k} \in \bar{V}^{D}}\left[\bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma}\left\langle l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{1}} k^{\sigma}\right| \rho_{\text {out }}\left|l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right\rangle e^{-i \bar{k} \cdot x}-\text { h.c. }\right] . \tag{5.56}
\end{align*}
$$

where in the last line we have restored also the $\hbar$ scaling implicit in the finite volume phase-space normalization. Further manipulations show that

$$
\begin{align*}
\sum_{n=0}^{+\infty} \frac{1}{n!} & \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm 1} \sum_{\bar{l}_{1}, \ldots, \bar{l}_{n} \in \bar{V}^{D}}\left\langle l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}} k^{\sigma}\right| \rho_{\text {out }}\left|l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right\rangle \\
& =\sum_{n=0}^{+\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm 1} \sum_{\bar{l}_{1}, \ldots, \bar{l}_{n} \in \bar{V}^{D}} \prod_{i=1}^{n}\left[\mathcal{N}_{\alpha_{l_{i}}}^{2} \int \mathrm{~d}^{2} \alpha_{l_{i}}^{\sigma}\left|\alpha^{\sigma_{i}}\left(l_{i}\right)\right|^{2} \mathcal{P}^{\sigma_{i}}\left(\alpha\left(l_{i}\right)\right)\right] \alpha^{\sigma}(k) \\
& =\operatorname{Tr}_{\rho_{\text {out }}}(1) \alpha^{\sigma}(k) \\
& =\alpha^{\sigma}(k) \tag{5.57}
\end{align*}
$$

where we have used the fact that the density matrix is normalized $\operatorname{Tr}_{\rho_{\text {out }}}(1)=1$. If we demand the expectation value of $\operatorname{Tr}_{\rho_{\text {out }}}\left(\mathbb{F}_{\mu \nu}(x)\right)$ to be classical, restoring powers of $\hbar$ requires the waveshape to scale as determined in section 2.2

$$
\begin{equation*}
\alpha^{\sigma}(k) \rightarrow \hbar^{-\frac{3}{2}} \bar{\alpha}^{\sigma}(k) . \tag{5.58}
\end{equation*}
$$

Using this condition and the classical scaling of the normalization of the final state, we get

$$
\begin{equation*}
\operatorname{Tr}_{\rho_{\text {out }}}\left(\mathbb{F}_{\mu \nu}(x)\right)=-i \sum_{\bar{k} \in \bar{V}^{D}} \sum_{\sigma= \pm 1} \int \mathrm{~d}^{2} \bar{\alpha}_{k}^{\sigma} \mathcal{P}^{\sigma}\left(\bar{\alpha}_{k}\right)\left[\bar{k}_{[\mu} \varepsilon_{\nu]}^{* \sigma} \bar{\alpha}^{\sigma, *}(k) e^{-i \bar{k} \cdot x}-\text { h.c. }\right] \tag{5.59}
\end{equation*}
$$

[^33]Using a similar argument, for the expectation value of the product we obtain

$$
\begin{align*}
& \operatorname{Tr}_{\rho_{\text {out }}}\left(\mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \delta}(y)\right)=\sum_{n=0}^{+\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm 1} \sum_{\bar{l}_{1}, \ldots, \bar{l}_{n} \in \bar{V} D}\left\langle l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right| \mathbb{F}_{\mu \nu}(x) \mathbb{F}_{\rho \delta}(y) \rho_{\text {out }}\left|l_{1}^{\sigma_{1}} \ldots l_{n}^{\sigma_{n}}\right\rangle \\
& =-\sum_{\bar{k}_{1}, \bar{k}_{2} \in \bar{V}^{D}} \sum_{\sigma_{1}, \sigma_{2}= \pm 1} \int \mathrm{~d}^{2} \bar{\alpha}_{k_{1}}^{\sigma_{1}} \mathrm{~d}^{2} \bar{\alpha}_{k_{2}}^{\sigma_{2}} \mathcal{P}^{\sigma_{1}, \sigma_{2}}\left(\bar{\alpha}_{k_{1}}, \bar{\alpha}_{k_{2}}\right) \\
& \times\left[\bar{k}_{1,[\mu} \mu_{\nu]}^{\sigma_{1} *} \bar{k}_{2,[\rho} \rho_{\delta]}^{\sigma_{2} *} \bar{\alpha}^{\sigma_{1}, *}\left(k_{1}\right) \bar{\alpha}^{\sigma_{2}, *}\left(k_{2}\right) e^{-i \bar{k}_{1} \cdot x-i \bar{k}_{2} \cdot y}\right. \\
& \left.+\bar{k}_{1,[\mu} \varepsilon_{\nu]}^{\sigma_{1}} \bar{k}_{2,[\rho} \varepsilon_{\delta]}^{\sigma_{2} *} \bar{\alpha}^{\sigma_{1}}\left(k_{1}\right) \bar{\alpha}^{\sigma_{2, *}}\left(k_{2}\right) e^{i \bar{k}_{1} \cdot x-i \bar{k}_{2} \cdot y}+\text { h.c. }\right], \tag{5.60}
\end{align*}
$$

up to the commutator term

$$
\begin{equation*}
4 \hbar \partial_{[\mu} \eta_{\nu][\delta} \partial_{\rho]} \int \mathrm{d} \Phi(\bar{k}) e^{-i \bar{k} \cdot(x-y)}=\frac{\hbar}{\pi^{2}} \partial_{[\mu} \eta_{\nu][\delta} \partial_{\rho]} \frac{1}{(\mathbf{x}-\mathbf{y})^{2}-\left(x^{0}-y^{0}-i \epsilon\right)^{2}} \tag{5.61}
\end{equation*}
$$

which can be neglected in the $\hbar \rightarrow 0$ limit [4, 187].
Therefore we are effectively asking whether the product of the averages is equal to the average of the product over a distribution $\mathcal{P}^{\sigma}(\alpha)$ for all $k \in V^{D}$, i.e. we are asking the distribution to have zero variance in the coherent state space. But distributions of zero variance are degenerate because it means that the random variable $\alpha^{\sigma}(k)^{6}$ is almost surely constant for each $k \in V^{D}$ (see page 173 in [290]). Therefore the distribution has support in a lower-dimensional space, and since we can apply this argument independently both for the real and for the imaginary part of $\alpha^{\sigma}(k)$ we have

$$
\begin{equation*}
\mathcal{P}^{\sigma}(\alpha)=\prod_{k \in V^{D}} \sum_{j=1}^{+\infty} c_{j}^{\sigma} \delta^{2}\left(\alpha^{\sigma}(k)-\alpha_{j}^{\sigma}(k)\right) \tag{5.62}
\end{equation*}
$$

What this is essentially saying is that we get a (possibly infinite) sum of discrete distributions with a constant value $\alpha_{j}^{\sigma}(k)$. But then, making use of a crucial result due to Hillery [291], we get

$$
\begin{equation*}
\mathcal{P}^{\sigma}(\alpha)=\prod_{k \in V^{D}} \delta^{2}\left(\alpha^{\sigma}(k)-\alpha_{\star}^{\sigma}(k)\right) \tag{5.63}
\end{equation*}
$$

which means that we can describe the final state only with one coherent state for each helicity and for each momentum $k$ in the dual momentum lattice. At this point we can take the large volume limit and what this calculation implies is that we can describe the final state with a single coherent state

$$
\begin{equation*}
\left|\alpha^{\sigma}\right\rangle=\mathcal{N}_{\alpha} \exp \left(\int \mathrm{d} \Phi(k) \alpha^{\sigma}(k) a_{\sigma}^{\dagger}(k)\right)|0\rangle, \quad \mathcal{N}_{\alpha}=\exp \left(-\frac{1}{2} \int \mathrm{~d} \Phi(k)\left|\alpha^{\sigma}(k)\right|^{2}\right), \tag{5.64}
\end{equation*}
$$

which takes naturally into the account the infinite-dimensional superposition of harmonic oscillators of momentum $k$. The mininum uncertainty principle in this context

[^34]has been dubbed as the "complete coherence condition" in the literature", a term coined by Glauber [286, 287].

### 5.3 Spin coherent states from the uncertainty principle

It is possible to prove, similarly to what we have done for the radiation case in section 5.2, that the generic spin quantum state for the massive particles is necessarily a coherent spin state once we impose the uncertainty principle. We can represent the most generic quantum spin state of the initial and the final massive particles in our two-body scattering problem in terms of a density matrix. Such construction has been developed in the quantum optics literature [294], and for our setup it corresponds to dressing the external incoming and outgoing massive momentum states with the following spin density matrix

$$
\begin{aligned}
\hat{\rho}_{\text {in }}^{S} & :=\int \prod_{i=1}^{2} \mathrm{~d}^{2} \alpha_{i}^{S} \mathcal{P}_{\text {in }}^{S}\left(\alpha_{1}^{S}, \alpha_{2}^{S}\right)\left|\alpha_{1}^{S}\right\rangle\left|\alpha_{2}^{S}\right\rangle\left\langle\alpha_{2}^{S}\right|\left\langle\alpha_{1}^{S}\right|, \\
\hat{\rho}_{\text {out }}^{S} & :=\int \prod_{i=1}^{2} \mathrm{~d}^{2} \alpha_{i}^{S} \mathcal{P}_{\text {out }}^{S}\left(\alpha_{1}^{S}, \alpha_{2}^{S}\right)\left|\alpha_{1}^{S}\right\rangle\left|\alpha_{2}^{S}\right\rangle\left\langle\alpha_{2}^{S}\right|\left\langle\alpha_{1}^{S}\right|,
\end{aligned}
$$

where in the classical limit the P-representation is separable [294]

$$
\begin{aligned}
\mathcal{P}_{\text {in }}^{S}\left(\alpha_{1}^{S}, \alpha_{2}^{S}\right) & =\mathcal{P}_{\text {in }}^{S}\left(\alpha_{1}^{S}\right) \mathcal{P}_{\text {in }}^{S}\left(\alpha_{2}^{S}\right) \\
\mathcal{P}_{\text {out }}^{S}\left(\alpha_{1}^{S}, \alpha_{2}^{S}\right) & =\mathcal{P}_{\text {out }}^{S}\left(\alpha_{1}^{S}\right) \mathcal{P}_{\text {out }}^{S}\left(\alpha_{2}^{S}\right)
\end{aligned}
$$

We now impose the uncertainty principle for the generic expectation value of the spin operator,

$$
\begin{gathered}
\operatorname{Tr}_{\rho_{\text {in }}^{S}}\left(\boldsymbol{S}_{i} \boldsymbol{S}_{j}\right) \stackrel{\hbar \rightarrow 0}{=} \operatorname{Tr}_{\rho_{\text {in }}^{S}}\left(\boldsymbol{S}_{i}\right) \operatorname{Tr}_{\rho_{\text {in }}^{S}}\left(\boldsymbol{S}_{j}\right) \quad \text { for } i=1,2 \\
\operatorname{Tr}_{\rho_{\text {out }}^{S}}\left(\boldsymbol{S}_{i} \boldsymbol{S}_{j}\right) \stackrel{\hbar \rightarrow 0}{=} \operatorname{Tr}_{\rho_{\text {out }}^{S}}\left(\boldsymbol{S}_{i}\right) \operatorname{Tr}_{\rho_{\text {out }}^{S}}\left(\boldsymbol{S}_{j}\right) \quad \text { for } i=1,2
\end{gathered}
$$

Following some simple steps, it is easy to see that this is equivalent to demand the zerovariance property for both $\mathcal{P}_{\text {in }}^{S}\left(\alpha_{i}^{S}\right)$ and $\mathcal{P}_{\text {out }}^{S}\left(\alpha_{i}^{S}\right)(i=1,2)$. Therefore, we conclude that

$$
\begin{aligned}
\mathcal{P}_{\text {in }}^{S}\left(\alpha_{1}^{S}, \alpha_{2}^{S}\right) & =\delta\left(\alpha_{1}^{S}-\alpha_{1, *, \text { in }}^{S}\right) \delta\left(\alpha_{2}^{S}-\alpha_{2, *, \text { in }}^{S}\right) \\
\mathcal{P}_{\text {out }}^{S}\left(\alpha_{1}^{S}, \alpha_{2}^{S}\right) & =\delta\left(\alpha_{1}^{S}-\alpha_{1, *, \text { out }}^{S}\right) \delta\left(\alpha_{2}^{S}-\alpha_{2, *, \text { out }}^{S}\right)
\end{aligned}
$$

This implies that spin coherent states are suitable to represent the quantum-mechanical state of classical spin particles, and more in general an exponentiation of the spin degrees of freedom is required in the classical limit. This is also consistent with the fact that we should expect to not have any entanglement in the spin sector [295].

### 5.4 Coherent states from the particle distribution

Here we would like to study the particle statistics distribution of the gravitons emitted in the scattering of a pair of massive point particles of mass $m_{A}$ and $m_{B}$ in general relativity, using methods of perturbative QFT. In particular, we relate the expectation value of the graviton number operator to a sum of unitarity cuts involving scattering amplitudes with external gravitons.

[^35]Let $\bar{P}_{n}$ be the probability of emitting $n$ gravitons in the scattering of a pair of massive particles as described above. Unitarity implies that $\sum_{n=0}^{\infty} \bar{P}_{n}=1$. In quantum field theory, this statement is equivalent to a completeness relation in the Hilbert space,

$$
\begin{equation*}
|0\rangle\langle 0|+\sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm} \int \prod_{i=1}^{n} d \Phi\left(k_{i}\right)\left|k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}}\right\rangle\left\langle k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}}\right|=1, \tag{5.65}
\end{equation*}
$$

where $\left|k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}}\right\rangle\left\langle k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}}\right|$ is the $n$-graviton particle projector on states with definite momenta $k_{1}, \ldots, k_{n}$ and helicities $\sigma_{1}, \ldots, \sigma_{n}$, whose values are indicated by the single + and - signs.

We denote the scattering matrix operator by $S$, the momenta of the incoming (resp. outgoing) massive scalar particles by $p_{1}, p_{2}$ (resp. $p_{3}, p_{4}$ ), and the outgoing graviton momenta by $\left\{k_{i}\right\}_{i=1, \ldots, n}$. It is clear that the probability $\bar{P}_{n}$ is given by taking the expectation value of the $n$-graviton particle projector,

$$
\begin{equation*}
\left.\bar{P}_{n}=\frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm} \int d \Phi\left(p_{3}\right) d \Phi\left(p_{4}\right) \int \prod_{i=1}^{n} d \Phi\left(k_{i}\right)\left|\left\langle k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}} p_{3} p_{4}\right| S\right| p_{1} p_{2}\right\rangle\left.\right|^{2} . \tag{5.66}
\end{equation*}
$$

As it is written, (5.66) is formally divergent as it is known from the study of infrared divergences in quantum field theory (see [296]) because of the contribution of zeroenergy gravitons. We will therefore work with a finite-resolution detector $\lambda>0$, which implies that we will study only the probabilities of gravitons emitted with an energy $E_{k}>\lambda$. Correspondingly, we will replace

$$
\begin{equation*}
\bar{P}_{n} \rightarrow \bar{P}_{n}^{\lambda}, \quad \int \prod_{i=1}^{n} d \Phi\left(k_{i}\right) \rightarrow \int_{\lambda} \prod_{i=1}^{n} d \Phi\left(k_{i}\right), \tag{5.67}
\end{equation*}
$$

As we will see later, we will not be interested in the single probability but in a particular infrared-safe combination of probabilities. Therefore $\lambda$ will be used only as an intermediate regulator, and in the end we will send $\lambda \rightarrow 0$.

We would like to scatter classically two massive point particles with classical momenta $m_{A} v_{A}$ and $m_{B} v_{B}$ with an impact parameter $b^{\mu}$. Since the main purpose of this paper is to take the classical limit from a quantum field theory calculation, we use the KMOC formalism [166] and take instead as our incoming state

$$
\begin{equation*}
\left|\psi_{\text {in }}\right\rangle:=\int d \Phi\left(p_{1}\right) d \Phi\left(p_{2}\right) e^{i b \cdot p_{1} / \hbar} \psi_{A}\left(p_{1}\right) \psi_{B}\left(p_{2}\right)\left|p_{1} p_{2}\right\rangle \tag{5.68}
\end{equation*}
$$

where

$$
\begin{equation*}
d \Phi\left(p_{1}\right):=\frac{1}{(2 \pi)^{3}} d^{4} p_{1} \delta\left(p_{1}^{2}-m_{A}^{2}\right) \theta\left(p_{1}^{0}\right), \quad d \Phi\left(p_{2}\right):=\frac{1}{(2 \pi)^{3}} d^{4} p_{2} \delta\left(p_{2}^{2}-m_{B}^{2}\right) \theta\left(p_{2}^{0}\right) . \tag{5.69}
\end{equation*}
$$

The wavefunctions $\psi_{A}\left(p_{1}\right), \psi_{B}\left(p_{2}\right)$ are defined as

$$
\begin{equation*}
\psi_{A}\left(p_{1}\right):=\mathcal{N} m_{A}^{-1} \exp \left[-\frac{p_{1} \cdot v_{A}}{\hbar \ell_{c, A} / \ell_{w, A}^{2}}\right], \quad \psi_{B}\left(p_{2}\right):=\mathcal{N} m_{B}^{-1} \exp \left[-\frac{p_{2} \cdot v_{B}}{\hbar \ell_{c, B} / \ell_{w, B}^{2}}\right] \tag{5.70}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization factor, $\ell_{c, j}=\hbar / m_{j}$ is the Compton wavelength and $\ell_{w, j}$
is related to the intrinsic spread of the wavefunction for the $j$-th massive particle $(j=A, B)$. We will also require the "Goldilocks conditions"

$$
\begin{equation*}
\ell_{c, j} \ll \ell_{w, j} \ll b \quad \text { for } \quad j=A, B, \tag{5.71}
\end{equation*}
$$

which ensure that wavefunctions such as those in (5.70) effectively localize the massive particles on their classical trajectories as $\hbar \rightarrow 0$. We expand the $S$-matrix in terms of the scattering matrix $T$,

$$
\begin{equation*}
S=1+i T \tag{5.72}
\end{equation*}
$$

For the expectation value of the graviton projector operator, only the amplitudes with at least one graviton emitted are going to contribute. We can read off from (5.66) the probability of emitting $n$ gravitons with energies $E_{k_{i}}>\lambda$,
$P_{n}^{\lambda}=\frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm} \int d \Phi\left(r_{1}\right) d \Phi\left(r_{2}\right) \int_{\lambda} \prod_{i=1}^{n} d \Phi\left(k_{i}\right)\left\langle\psi_{\text {in }}\right| T^{\dagger}\left|r_{1} r_{2} k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}}\right\rangle\left\langle r_{1} r_{2} k_{1}^{\sigma_{1}} \ldots k_{n}^{\sigma_{n}}\right| T\left|\psi_{\text {in }}\right\rangle$.

We introduce now the momentum transfers [166],

$$
\begin{equation*}
q_{j}:=p_{j}^{\prime}-p_{j}, \quad w_{j}:=r_{j}-p_{j}, \tag{5.74}
\end{equation*}
$$

with which (5.73) can be written as

$$
\begin{align*}
& P_{n}^{\lambda}=\frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm} \int d \Phi\left(p_{1}\right) d \Phi\left(p_{2}\right) \int_{\lambda} \prod_{i=1}^{n} d \Phi\left(k_{i}\right) \int \frac{d^{4} q}{(2 \pi)^{4}} \int \prod_{j=1,2} d^{4} w_{j} \\
& \times \delta\left(2 p_{1} \cdot q+q^{2}\right) \delta\left(2 p_{2} \cdot q-q^{2}\right) \Theta\left(p_{1}^{0}+q^{0}\right) \Theta\left(p_{2}^{0}-q^{0}\right) e^{-i b \cdot q / \hbar} \delta^{(4)}\left(w_{1}+w_{2}+\sum_{i=1}^{n} k_{i}\right) \\
& \times \psi_{A}\left(p_{1}\right) \psi_{A}^{*}\left(p_{1}+q\right) \psi_{B}\left(p_{2}\right) \psi_{B}^{*}\left(p_{2}-q\right) \prod_{j=1,2}\left[\delta\left(2 p_{j} \cdot w_{j}+w_{j}^{2}\right) \Theta\left(p_{j}^{0}+w_{j}^{0}\right)\right] \\
& \times \mathcal{A}_{n+4}\left(p_{1}, p_{2} \rightarrow p_{1}+w_{1}, p_{2}+w_{2}, k_{1}^{\sigma_{1}}, \ldots, k_{n}^{\sigma_{n}}\right) \\
& \quad \times \mathcal{A}_{n+4}^{*}\left(p_{1}+q, p_{2}-q \rightarrow p_{1}+w_{1}, p_{2}+w_{2}, k_{1}^{\sigma_{1}}, \ldots, k_{n}^{\sigma_{n}}\right) . \tag{5.75}
\end{align*}
$$

where $q=q_{1}=-q_{2}$. We now conveniently define a set of symmetrized variables for the external momenta [139]

$$
\begin{equation*}
p_{A}^{\mu}:=p_{1}^{\mu}+\frac{q^{\mu}}{2}, \quad p_{B}^{\mu}:=p_{2}^{\mu}-\frac{q^{\mu}}{2}, \tag{5.76}
\end{equation*}
$$

which has the nice property of enforcing exactly the condition $p_{A} \cdot q=p_{B} \cdot q=0$. In terms of these new variables [128], we have

$$
\begin{align*}
& P_{n}^{\lambda}=\frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm}\left\langle\left\langle\int_{\lambda} \prod_{i=1}^{n} d \Phi\left(k_{i}\right) \int \frac{d^{4} q}{(2 \pi)^{4}} \delta\left(2 p_{A} \cdot q\right) \delta\left(2 p_{B} \cdot q\right) \Theta\left(p_{A}^{0}+\frac{q^{0}}{2}\right) \Theta\left(p_{B}^{0}-\frac{q^{0}}{2}\right)\right.\right. \\
& \times \int d^{4} w_{1} d^{4} w_{2} e^{-i b \cdot q / \hbar} \delta^{(4)}\left(w_{1}+w_{2}+\sum_{i=1}^{n} k_{i}\right) \\
& \times \delta\left(2 p_{A} \cdot w_{1}+w_{1}^{2}-q \cdot w_{1}\right) \Theta\left(p_{A}^{0}+w_{1}^{0}-\frac{q^{0}}{2}\right) \delta\left(2 p_{B} \cdot w_{2}+w_{2}^{2}+q \cdot w_{2}\right) \Theta\left(p_{B}^{0}+w_{2}^{0}+\frac{q^{0}}{2}\right) \\
& \times \mathcal{A}_{n+4}\left(p_{A}-\frac{q}{2}, p_{B}+\frac{q}{2} \rightarrow p_{A}+w_{1}-\frac{q}{2}, p_{B}+w_{2}+\frac{q}{2}, k_{1}^{\sigma_{1}}, \ldots, k_{n}^{\sigma_{n}}\right) \\
&\left.\left.\quad \times \mathcal{A}_{n+4}^{*}\left(p_{A}+\frac{q}{2}, p_{B}-\frac{q}{2} \rightarrow p_{A}+w_{1}-\frac{q}{2}, p_{B}+w_{2}+\frac{q}{2}, k_{1}^{\sigma_{1}}, \ldots, k_{n}^{\sigma_{n}}\right)\right\rangle\right\rangle, \tag{5.77}
\end{align*}
$$

where we use the double bracket notation $\langle\langle\cdot\rangle\rangle$ introduced in [166], which contains the implicit phase space integral over $p_{A}, p_{B}$ and the appropriate wavefunctions

$$
\begin{equation*}
\left\langle\left\langle f\left(p_{A}, p_{B}, \ldots\right)\right\rangle\right\rangle \equiv \int d \Phi\left(p_{A}\right) d \Phi\left(p_{B}\right)\left|\psi_{A}\left(p_{A}\right)\right|^{2}\left|\psi_{B}\left(p_{B}\right)\right|^{2} f\left(p_{A}, p_{B}, \ldots\right), \tag{5.78}
\end{equation*}
$$

where

$$
\begin{align*}
& d \Phi\left(p_{A}\right):=\frac{1}{(2 \pi)^{3}} d^{4} p_{A} \delta\left(p_{A}^{2}-m_{A}^{2}+q^{2} / 4\right) \theta\left(p_{A}^{0}-q^{0} / 2\right) \\
& d \Phi\left(p_{B}\right):=\frac{1}{(2 \pi)^{3}} d^{4} p_{B} \delta\left(p_{B}^{2}-m_{B}^{2}+q^{2} / 4\right) \theta\left(p_{B}^{0}+q^{0} / 2\right) . \tag{5.79}
\end{align*}
$$

Note that eq.(5.75) is expressed in terms of unitarity cuts involving $n$ gravitons and the two massive particles in the intermediate state. The same result can be obtained by applying the LSZ reduction with the appropriate KMOC wavefunctions from the in-in formalism, as shown in chapter 2.

In classical physics, we are interested in knowing whether the final graviton particle distribution is exactly Poissonian or super-Poissonian (the most general case). We refer the reader to appendix D for a brief review of the two cases. Poissonian statistics are known to be equivalent to having a single coherent state representing the quantum state for the classical radiation field. Here we give a short argument [4] for why we expect a single coherent state, based on the fact that the we expect the incoming state to be a pure state in the classical limit and on the unitarity of the S-matrix. The work of Glauber in 1963 [286, 287] shows that every quantum state of radiation (i.e. every density matrix) can be written as a superposition of coherent states,

$$
\begin{equation*}
\hat{\rho}_{k, \text { out }}=\sum_{\sigma= \pm} \int d^{2} \alpha_{k}^{\sigma} \mathcal{P}_{\text {out }}^{\sigma}\left(\alpha_{k}\right)\left|\alpha_{k}^{\sigma}\right\rangle\left\langle\alpha_{k}^{\sigma}\right|, \quad d^{2} \alpha_{k}^{\sigma}:=\frac{d \Re\left(\alpha_{k}^{\sigma}\right) d \Im\left(\alpha_{k}^{\sigma}\right)}{\pi}, \tag{5.80}
\end{equation*}
$$

where $\mathcal{P}_{\text {out }}^{\sigma}\left(\alpha_{k}\right)$ is a well-defined probability density $\left(\mathcal{P}_{\text {out }}^{\sigma}\left(\alpha_{k}\right) \geq 0\right)$ in the coherent state space in the classical limit, and $\left|\alpha_{k}^{\sigma}\right\rangle$ represents a coherent state of a graviton excitation ("harmonic oscillator") of momentum $k$ and definite helicity $\sigma$, which we
can write generically as

$$
\begin{equation*}
\left|\alpha_{k}^{\sigma}\right\rangle:=\exp \left[\alpha_{k} a_{\sigma}^{\dagger}(k)-\alpha_{k}^{*} a_{\sigma}(k)\right]|0\rangle, \tag{5.81}
\end{equation*}
$$

where $a_{\sigma}^{\dagger}(k)$ and $a_{\sigma}(k)$ are the creation and annihilation operators of a graviton of helicity $\sigma$. This representation is known as the Glauber-Sudarshan P-representation [286, 288], and it is widely used in the quantum optics literature. In quantum field theory, we need to consider an infinite superposition of harmonic oscillators for all momenta $k \in \mathbb{R}^{1,3}$, and therefore we will promote eq.(5.80) to ${ }^{8}$

$$
\begin{equation*}
\hat{\rho}_{\text {radiation,out }}=\sum_{\sigma= \pm} \int \mathcal{D}^{2} \alpha^{\sigma} \mathcal{P}_{\text {out }}^{\sigma}(\alpha)\left|\alpha^{\sigma}\right\rangle\left\langle\alpha^{\sigma}\right|, \tag{5.82}
\end{equation*}
$$

where now

$$
\begin{equation*}
\left|\alpha^{\sigma}\right\rangle=\exp \left[\int d \Phi(k)\left(\alpha(k) a_{\sigma}^{\dagger}(k)-\alpha^{*}(k) a_{\sigma}(k)\right)\right]|0\rangle . \tag{5.83}
\end{equation*}
$$

Since we are dealing with scattering boundary conditions and our incoming KMOC state $\left|\psi_{\text {in }}\right\rangle$ is a pure state, the unitarity of the S-matrix $S S^{\dagger}=1$ implies that $\left|\psi_{\text {in }}\right\rangle$ is mapped to outgoing pure states. Therefore, in particular, the outgoing radiation state must be a superposition of pure states,

$$
\begin{equation*}
\mathcal{P}_{\text {out }}^{\sigma}(\alpha)=\sum_{j=1}^{\infty} c_{j, \text { out }}^{\sigma} \delta^{2}\left(\alpha^{\sigma}-\alpha_{j}^{\sigma}\right), \tag{5.84}
\end{equation*}
$$

But thanks to a crucial theorem of Hillery [291], we know that every such superposition of pure states is trivial in the classical limit $\hbar \rightarrow 0$,

$$
\begin{equation*}
\mathcal{P}_{\text {out }, \star}^{\sigma}(\alpha)=\delta^{2}\left(\alpha^{\sigma}-\alpha_{\star}^{\sigma}\right) . \tag{5.85}
\end{equation*}
$$

We therefore expect, on general grounds, to be able to describe the final radiation state for a scattering process involving point particles with a single coherent state.

From the pure amplitude perspective, the same question is hard to answer unless we work strictly in the soft approximation [3, 256, 264]. But in general, we can address this question perturbatively by studying the mean, the variance and the factorial moments of the particle distribution. A similar approach has been taken by F. Gelis and R. Venugopalan [297-299] in the standard in-in formalism, which we try to specialize here from a fully on-shell perspective and in the classical limit.

The graviton number operator is defined as

$$
\begin{equation*}
\hat{N}=\sum_{\sigma= \pm} \int d \Phi(k) a_{\sigma}^{\dagger}(k) a_{\sigma}(k) . \tag{5.86}
\end{equation*}
$$

Having defined

$$
\begin{equation*}
\left|\psi_{\text {out }}\right\rangle:=S\left|\psi_{\text {in }}\right\rangle, \tag{5.87}
\end{equation*}
$$

the expectation value of the number operator in the final state gives the mean of the

[^36]distribution, which can be expressed in terms of unitarity cuts in a similar fashion to the derivation of eq. (5.75), as depicted in Fig. 5.2. The mean of the distribution is defined as
\[

$$
\begin{align*}
\mu_{\text {out }}^{\lambda} & :=\left\langle\psi_{\text {out }}\right| \hat{N}\left|\psi_{\text {out }}\right\rangle \\
& =\int d \Phi\left(r_{1}\right) d \Phi\left(r_{2}\right) \sum_{n_{X}} \int_{\lambda} d \Phi(X) n_{X}\left\langle\psi_{\text {in }}\right| T^{\dagger}\left|r_{1} r_{2} X\right\rangle\left\langle r_{1} r_{2} X\right| T\left|\psi_{\text {in }}\right\rangle \\
& =\sum_{n=0}^{\infty} n P_{n}^{\lambda}, \tag{5.88}
\end{align*}
$$
\]

where $\left|r_{1} r_{2} X\right\rangle$ denotes the state with $n_{X}$ gravitons and two massive particles of momenta $r_{1}$ and $r_{2}$, and $\int_{\lambda} d \Phi(X)$ stands for the phase space integration for the gravitons.


Figure 5.2: Diagrammatic representation of the on-shell amplitude contribution to the graviton number operator expectation value.

We define the variance of the distribution as

$$
\begin{equation*}
\Sigma_{\text {out }}^{\lambda}:=\left\langle\psi_{\text {out }}\right|(\hat{N})^{2}\left|\psi_{\text {out }}\right\rangle-\left(\left\langle\psi_{\text {out }}\right| \hat{N}\left|\psi_{\text {out }}\right\rangle\right)^{2}=\sum_{n=0}^{\infty} n^{2} P_{n}^{\lambda}-\left(\sum_{n=0}^{\infty} n P_{n}^{\lambda}\right)^{2} . \tag{5.89}
\end{equation*}
$$

If the variance is equal to the mean, i.e. if

$$
\begin{equation*}
\Sigma_{\text {out }}^{\lambda} \stackrel{?}{=} \mu_{\text {out }}^{\lambda}, \tag{5.90}
\end{equation*}
$$

then the distribution is consistent with a Poissonian distribution. This means that the deviation from the Poissonian distribution,

$$
\begin{align*}
\Delta_{\mathrm{out}}: & =\Sigma_{\mathrm{out}}^{\lambda}-\mu_{\mathrm{out}}^{\lambda} \\
& =\sum_{n=0}^{\infty}\left(n^{2}-n\right) P_{n}^{\lambda}-\left(\sum_{n=0}^{\infty} n P_{n}^{\lambda}\right)^{2} \tag{5.91}
\end{align*}
$$

characterizes the deviation from the coherent state description.
We claim here that the difference between the mean $\mu^{\lambda}$ and the variance $\Sigma^{\lambda}$ is an infrared-safe quantity in perturbative quantum gravity. While the probability of emission of $n$ gravitons is generally ill-defined because of infrared divergences, there is a non-trivial cancellation which happens for $\Delta_{\text {out }}$. Indeed, the contribution of zero-energy gravitons to the final state, which give rise to the infrared divergent contributions, is known to be exactly represented by a coherent state. This can be proved either from a Faddeev-Kulish approach [3, 264] or from a path integral perspective $[6,275,276]$. Let us denote the mean and the variance of this coherent state for zero-energy gravitons by $\mu_{\text {out }}^{E_{k} \sim 0}$ and $\Sigma_{\text {out }}^{E_{k} \sim 0}$ respectively. In appendix $D$, we show that for such coherent state of soft gravitons we have ${ }^{9}$

$$
\begin{align*}
\Sigma_{\text {out }}^{E_{k} \sim 0} & =\mu_{\text {out }}^{E_{k} \sim 0}=\sum_{\sigma= \pm} \int_{E_{k} \sim 0} d \Phi(k)\left|\alpha_{E_{k} \sim 0}^{\sigma}(k)\right|^{2}, \\
\Delta_{\text {out }}^{E_{k} \sim 0} & =\Sigma_{\text {out }}^{E_{k} \sim 0}-\mu_{\text {out }}^{E_{k} \sim 0}=0 . \tag{5.92}
\end{align*}
$$

This is the reason why the cutoff $\lambda$ was removed in eq. (5.91). ${ }^{10}$
We can easily check by induction on the number of loops and legs that ${ }^{11}$

$$
\begin{equation*}
P_{n}^{\lambda}=\sum_{L_{1}, L_{2}=0}^{\infty} G^{2+n+L_{1}+L_{2}} P_{n}^{\left(L_{1}, L_{2}\right)} \tag{5.93}
\end{equation*}
$$

where we have explicitly extracted the scaling in $G$ of the product of an $L_{1}$-loop amplitude with an $L_{2}$-loop amplitude with $n$ gravitons. The lowest order contribution to $\Delta_{\text {out }}$ is of order $\mathcal{O}\left(G^{4}\right)$, which corresponds to

$$
\begin{equation*}
\left.\Delta_{\mathrm{out}}\right|_{\mathcal{O}\left(G^{4}\right)}=2 G^{4} P_{2}^{(0,0)} \tag{5.94}
\end{equation*}
$$

This leading term is the unitarity cut involving the 6-pt tree amplitude $\mathcal{A}_{6}^{(0)}\left(\phi_{A} \phi_{B} \rightarrow\right.$ $\phi_{A} \phi_{B} h_{1} h_{2}$ ) and its conjugate $\mathcal{A}_{6}^{(0) *}\left(\phi_{A} \phi_{B} \rightarrow \phi_{A} \phi_{B} h_{1} h_{2}\right)$. It is important also to understand the higher order terms in $\Delta_{\text {out }}$, since they will give non-trivial amplitude relations if we assume coherence at all orders. From the definition eq. (5.91), we have

$$
\begin{align*}
\Delta_{\mathrm{out}}= & \sum_{L_{1}, L_{2}=0}^{\infty}
\end{align*} \sum_{n=2}^{\infty} G^{2+n+L_{1}+L_{2}}\left(n^{2}-n\right) P_{n}^{\left(L_{1}, L_{2}\right)} .
$$

[^37]Let us examine the first several terms appearing explicitly in the expansion of eq. (5.95),

$$
\begin{align*}
& \Delta_{\text {out }}=2 G^{4} P_{2}^{(0,0)}+6 G^{5} P_{3}^{(0,0)}+12 G^{6} P_{4}^{(0,0)}+20 G^{7} P_{5}^{(0,0)} \\
& +G^{5}\left(2 P_{2}^{(1,0)}+2 P_{2}^{(0,1)}\right)+G^{6}\left(2 P_{2}^{(0,2)}+2 P_{2}^{(2,0)}+6 P_{3}^{(1,0)}+6 P_{3}^{(0,1)}\right) \\
& +G^{7}\left(2 P_{2}^{(3,0)}+2 P_{2}^{(0,3)}+6 P_{3}^{(2,0)}+6 P_{3}^{(0,2)}+6 P_{3}^{(1,1)}+12 P_{4}^{(1,0)}+12 P_{4}^{(0,1)}-4 P_{1}^{(0,0)} P_{2}^{(0,0)}\right) \\
& +\left[G^{6}\left(2 P_{2}^{(1,1)}-\left(P_{1}^{(0,0)}\right)^{2}\right)+G^{7}\left(2 P_{2}^{(1,2)}+2 P_{2}^{(2,1)}-2 P_{1}^{(0,1)} P_{1}^{(0,0)}-2 P_{1}^{(1,0)} P_{1}^{(0,0)}\right)\right], \tag{5.96}
\end{align*}
$$

where we have organized each different line according to the expected behavior of the terms in the classical limit. We expect that the first three lines of eq. (5.96) are related to "quantum" contributions and are therefore irrelevant in the classical limit. The last line of eq. (5.96), instead, contains a combination of unitarity cuts which will give non-trivial quadratic relations between "classical" loop amplitudes with a higher number of emitted gravitons of the form $P_{n}^{\left(L_{1}, L_{2}\right)}$ with $n \geq 2$ and $L_{1}+L_{2} \geq 1$, and 5 -point amplitude contributions involving $P_{1}^{\left(L_{1}, L_{2}\right)}$. We will discuss this interpretation in more detail in section 6.3, where we will also emphasize the relevance of the 5 -pt amplitude for the calculation of classical radiative observables.

It is important to consider also higher moments of the statistical distribution for the graviton number production. We can define a generating functional

$$
\begin{equation*}
F(x)=\sum_{n=0}^{\infty} P_{n}^{\lambda} e^{n x} \tag{5.97}
\end{equation*}
$$

from which all higher moments can be derived,

$$
\begin{equation*}
\left\langle\psi_{\text {out }}\right| \hat{N}^{m}\left|\psi_{\text {out }}\right\rangle=\sum_{n=0}^{\infty} n^{m} P_{n}^{\lambda}=\left.\frac{d^{m} F(x)}{d x^{m}}\right|_{x=0} . \tag{5.98}
\end{equation*}
$$

Therefore, the knowledge of all graviton emission probabilities $P_{n}^{\lambda}$ is enough to completely determine the distribution of the particles above the energy cutoff. In practice, we can rely on perturbation theory and therefore computing the first few moments is enough to accurately determine the particle distribution. We can also defined connected moments (or "cumulants"), like the variance and its higher order generalizations. Having defined a generating functional

$$
\begin{equation*}
G(x):=\log (F(x)), \tag{5.99}
\end{equation*}
$$

for a Poissonian distribution we would expect, given a certain waveshape $\alpha^{\sigma}(k)$, that

$$
\begin{equation*}
\Sigma_{\text {Poisson }}^{(m), \lambda}:=\left.\frac{d^{m} G^{\text {Poisson }}(x)}{d x^{m}}\right|_{x=0} \sim \sum_{\sigma= \pm} \int_{\lambda} d \Phi(k)\left|\alpha^{\sigma}(k)\right|^{2} \quad \text { for all } m>0 \tag{5.100}
\end{equation*}
$$

because all the cumulants should be equal. In particular, the variance is a special case for $m=2$, i.e. $\Sigma^{(2), \lambda}=\Sigma^{\lambda}$.

For our purposes it is more convenient to consider factorial moments $\Gamma^{(m)}$, which correspond to a linear combination of the connected moments discussed above. We
define the factorial moments

$$
\begin{align*}
\Gamma_{\text {out }}^{(m), \lambda} & :=\left\langle\psi_{\text {out }}\right| \prod_{j=1}^{m}(\hat{N}-j+1)\left|\psi_{\text {out }}\right\rangle \\
& =\left\langle\psi_{\text {out }}\right| \hat{N}(\hat{N}-1) \ldots(\hat{N}-m+1)\left|\psi_{\text {out }}\right\rangle \tag{5.101}
\end{align*}
$$

For a Poissonian distribution it is possible to prove that

$$
\begin{equation*}
\Gamma_{\text {out }, \text { Poisson }}^{(m)}=\left(\mu_{\text {out }, \text { Poisson }}^{\lambda}\right)^{m} \tag{5.102}
\end{equation*}
$$

and therefore we can also consider in perturbation theory other infrared-safe combinations of probabilities like

$$
\begin{equation*}
\Delta_{\text {out }}^{(m)}:=\Gamma_{\text {out }}^{(m), \lambda}-\left(\mu_{\text {out }}^{\lambda}\right)^{m} \tag{5.103}
\end{equation*}
$$

where for $m=2$ one can check that we recover the difference between the mean and the variance in eq. (5.95). By expanding eq. (5.103) we get immediately

$$
\begin{aligned}
\Delta_{\mathrm{out}}^{(m)}= & \sum_{n=0}^{\infty} \sum_{L_{1}, L_{2}=0}^{\infty} G^{2+n+L_{1}+L_{2}} \frac{n!}{(n-m)!} P_{n}^{\left(L_{1}, L_{2}\right)} \\
& -\sum_{n_{1}, \ldots, n_{m}=1}^{\infty} \sum_{L_{1}^{(1)}, \ldots, L_{1}^{(m)}=0}^{\infty} \sum_{L_{2}^{(1)}, \ldots, L_{2}^{(m)}=0}^{\infty} G^{2 m+\sum_{k=1}^{m}\left[n_{k}+L_{1}^{(k)}+L_{2}^{(k)}\right]} \prod_{j=1}^{m}\left[n_{j} P_{n_{j}}^{\left(L_{1}^{(j)}, L_{2}^{(j)}\right)}\right]
\end{aligned}
$$

(5.104)

It is interesting to consider the first terms in this expansion of $\Delta_{\text {out }}^{(3)}$,

$$
\begin{align*}
\Delta_{\text {out }}^{(3)}= & 6 G^{5} P_{3}^{(0,0)}+24 G^{6} P_{4}^{(0,0)}+60 G^{7} P_{5}^{(0,0)} \\
& +G^{6}\left(6 P_{3}^{(1,0)}+6 P_{3}^{(0,1)}\right)+G^{7}\left(6 P_{3}^{(0,2)}+6 P_{3}^{(2,0)}+6 P_{3}^{(1,1)}+24 P_{4}^{(1,0)}+24 P_{4}^{(0,1)}\right), \tag{5.105}
\end{align*}
$$

and of $\Delta_{\text {out }}^{(4)}$,

$$
\begin{align*}
\Delta_{\text {out }}^{(4)}= & 24 G^{6} P_{4}^{(0,0)}+120 G^{7} P_{5}^{(0,0)} \\
& +G^{7}\left(24 P_{4}^{(1,0)}+24 P_{4}^{(0,1)}\right) \tag{5.106}
\end{align*}
$$

where we have organized the terms similarly to what was done in eq. (5.96). We will explore the deep consequences of assuming coherence at all orders, i.e. $\Delta_{\text {out }}^{(m)}=0$, in section 6.3. In [6], it is shown how coherence properties are linked to the factorization of radiative observables in the KMOC formalism. ${ }^{12}$ In classical physics, we expect only the 1-point function to play a role for any observable of interest. Such an observable is essentially uniquely determined by the classical equations of motion and the retarded boundary conditions at $t \rightarrow-\infty$ : all two-point and higher-point functions then have to factorize as $\hbar \rightarrow 0$. There the following relation was established,

Poissonian distribution $\quad \Longleftrightarrow \quad$ Zero-variance property
in Fock space
in the Glauber-Sudarshan coherent state basis

[^38]which implies that Poissonian distributions in the number operator basis correspond to a degenerate distribution $\left(\alpha \delta^{2}\left(\alpha^{\sigma}-\alpha_{\star}^{\sigma}\right)\right)$ in the Glauber-Sudarshan space.

### 5.5 Coherent states from asymptotic symmetries and IRfinite S-matrix

There is an interesting connection between asymptotic symmetries [10], coherent states and the definition of an infrared finite S-matrix for perturbative quantum gravity [301, 302]. It is well known that while physical observables computed from it are always infrared finite, the S-matrix is ill-defined in four dimensions due to presence of longrange gravity interactions.

Weinberg showed that in gravity infrared divergences exponentiate as a consequence of soft theorems [255], but the real revolution was to understand that there is a general symmetry principle behind it. Indeed, soon after the discovery of the BMS symmetry the gravitational scattering by Strominger [228], it was realized that Weinberg soft theorem can be understood from the Ward identity of the BMS supertranslation charge [230]: schematically, if we define

$$
\begin{align*}
N(z, \bar{z}) & =\gamma^{\zeta \bar{\zeta}} \int_{-\infty}^{\infty} \mathrm{d} v N_{\zeta \zeta} \\
& =-\frac{\kappa}{8 \pi} \lim _{E \rightarrow 0} E\left[a_{+}(E \hat{n})+a_{-}^{\dagger}(E \hat{n})\right] \tag{5.107}
\end{align*}
$$

then

$$
\begin{equation*}
\left.\langle\text { out }|(N(z, \bar{z}) S-S N(z, \bar{z})) \mid \text { in }\rangle \left.=-\frac{\kappa^{2}}{8 \pi} \sum_{i=1}^{4} \eta_{i} \frac{p_{i}^{\mu} p_{i}^{\nu} \varepsilon_{\mu \nu}^{+}(\hat{n})}{p_{i} \cdot \hat{n}}\langle\text { out }| S \right\rvert\, \text { in }\right\rangle, \tag{5.108}
\end{equation*}
$$

where $\mid$ out $\rangle:=S \mid$ in $\rangle$ and for simplicity we can take $\mid$ in $\rangle=\left|p_{1} p_{2}\right\rangle$, consistently with the notation in section 4.4 for the two-body problem. Clearly, a similar equation holds for the other graviton helicity by using the conjugate memory operator $\bar{N}(z, \bar{z})=$ $\gamma^{z \bar{z}} \int_{-\infty}^{\infty} \mathrm{d} v N_{\bar{\zeta} \bar{\zeta}}$.

We will follow [302] for the next discussion. The interesting part about the memory operator eq. (5.107) is that we can easily find the eigenstate which diagonalizes the action of $N(z, \bar{z})$ : not surprisingly, it takes the form of a coherent state

$$
\begin{equation*}
\left|N_{\text {in } / \text { out }}\right\rangle=\exp \left\{\sum_{\sigma= \pm 2} \int \mathrm{~d} \Phi(k) N_{\text {in } / \text { out }}^{\mu \nu}(k)\left[\varepsilon_{\mu \nu}^{\sigma}(k) a_{\sigma}^{\dagger}(k)-\varepsilon_{\mu \nu}^{* \sigma}(k) a_{\sigma}(k)\right]\right\}|0\rangle, \tag{5.109}
\end{equation*}
$$

where the waveshape is required to have a pole in the energy

$$
\begin{equation*}
\lim _{E \rightarrow 0} E a_{+}(E \hat{n})\left|N_{\text {in } / \text { out }}\right\rangle=\lim _{E \rightarrow 0} E N_{\text {in } / \text { out }}^{\mu \nu}(E \hat{n}) \varepsilon_{\mu \nu}^{+}(\hat{n})\left|N_{\text {in } / \text { out }}\right\rangle . \tag{5.110}
\end{equation*}
$$

consistently with the leading Weinberg soft theorem. At this point we can rewrite the Ward identity between eigenstates of the memory operator as

$$
\begin{equation*}
\left.\left.\left(N_{\text {out }}-N_{\text {in }}\right)\langle\text { out }| S \mid \text { in }\right\rangle=\Omega^{\text {soft }}\langle\text { out }| S \mid \text { in }\right\rangle, \tag{5.111}
\end{equation*}
$$

where the soft factor is

$$
\begin{equation*}
\Omega^{\mathrm{soft}}=-\frac{\kappa^{2}}{8 \pi} \sum_{i} \eta_{i} \frac{p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot \hat{n}} \varepsilon_{\mu \nu}^{+}(E \hat{n}) \tag{5.112}
\end{equation*}
$$

and the eigenvalue of the memory operator is given explicitly by

$$
\begin{equation*}
N_{\mathrm{in} / \mathrm{out}}=-\frac{\kappa}{4 \pi}\left(\lim _{E \rightarrow 0} E N_{\mathrm{in} / \mathrm{out}}^{\mu \nu}(E \hat{n}) \epsilon_{\mu \nu}^{+}(\hat{n})\right) \rightarrow N_{\mathrm{out}}^{\mu \nu}-N_{\mathrm{in}}^{\mu \nu}=\frac{\kappa}{2} \sum_{i=1}^{4} \eta_{i} \frac{p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot k} \tag{5.113}
\end{equation*}
$$

Therefore, we see that the states are labelled by the value of the soft supertranslation charge. Without loss of generality, we can assume that the incoming state is a Fock state $\left|p_{1} p_{2}\right\rangle$ with $N_{\text {in }}=0$. Then, for consistency, the final state has to include a coherent state of the form

$$
\begin{equation*}
\left|N_{\text {out }}\right\rangle=\exp \left\{\frac{\kappa}{2} \sum_{i=1}^{4} \eta_{i} \sum_{\sigma= \pm 2} \int \mathrm{~d} \Phi(k)\left(\frac{p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot k}\right)\left[\varepsilon_{\mu \nu}^{\sigma}(k) a_{\sigma}^{\dagger}(k)-\varepsilon_{\mu \nu}^{* \sigma}(k) a_{\sigma}(k)\right]\right\}|0\rangle \tag{5.114}
\end{equation*}
$$

The appearance of this coherent state in the gravitational S-matrix can be shown in other ways, which make manifest that this is classical result. Indeed, this is generated by the stress tensor of free massive particles moving in a straight-line trajectory as can be shown in the Faddeev-Kulish approach [301]. To make this precise, one can study the interaction Hamiltonian for our theory of scalars minimally coupled with gravity in the linearized gravity approximation and in asymptotic limit $|t| \rightarrow+\infty$ [264]

$$
\begin{align*}
H(t) & =H_{0}+V^{\text {asy }}(t)=H_{0}-\int \mathrm{d}^{3} x h^{\mu \nu}(t, \boldsymbol{x}) T_{\mu \nu}^{\text {asy }}(t, \boldsymbol{x}) \\
T_{\mu \nu}^{\text {asy }} & =\sum_{i=1,2} \frac{\kappa}{2} \int \mathrm{~d} \Phi(p) \frac{p^{\mu} p^{\nu}}{E_{p}} \rho_{i}(\boldsymbol{p}) \delta^{3}\left(\boldsymbol{x}-t \frac{\boldsymbol{p}}{E_{p}}\right) \tag{5.115}
\end{align*}
$$

where $H_{0}$ is the free Hamiltonian, $\rho_{i}(\boldsymbol{p})=a_{i}^{\dagger}(\boldsymbol{p}) a_{i}(\boldsymbol{p})$ is the number operator for the $i$-th scalar field and $(t, \boldsymbol{x})$ are the coordinates of the asymptotic trajectory of the scalar particles. This result is is valid only at first order in the perturbation $h_{\mu \nu}$, but it tells something important about the asymptotic dynamics: solving the asymptotic Schrödinger equation for the potential $V^{\text {asy }}(t)$ gives an evolution operator which generates the coherent state of gravitons given by eq. (5.114). ${ }^{13}$ This gives an insight about how the quantum scattering theory generates a classical gravitational wave, composed of infinitely many gravitons, at least in the soft kinematic regime.

In this specific context, the coherent state in eq. (5.114) is referred as FaddeevKulish state [285]. It turns out that, if we dress the external hard massive scalar particles with the appropriate coherent states of gravitons in a such a way that the the BMS supertranslation Ward identity is obeyed, then the new dressed S-matrix in perturbative quantum gravity is infrared finite as proved in [301]. In particular, for

[^39]our two-body problem this means that we should consider
\[

$$
\begin{align*}
& \langle\text { out }| S \mid \text { in }\rangle \\
& \qquad=\left\langle p_{3} p_{4}\right| \exp \left\{-\frac{\kappa}{2} \sum_{i=1}^{4} \eta_{i} \int \mathrm{~d} \Phi(k) \frac{p_{i}^{\mu} p_{i}^{\nu}}{p_{i} \cdot k}\left[\varepsilon_{\mu \nu}^{\sigma}(k) a_{\sigma}^{\dagger}(k)-\varepsilon_{\mu \nu}^{* \sigma}(k) a_{\sigma}(k)\right]\right\} S\left|p_{1} p_{2}\right\rangle . \tag{5.116}
\end{align*}
$$
\]

Finally, it is worth mentioning that while this procedure can be easily generalized to scalar QED this is not the case for non-abelian theories like quantum chromodynamics (QCD). Indeed, a crucial ingredient in our discussion was the fact that IR divergences are only coming from the soft region: in general, collinear divergences are also relevant. The coherent states required for the dressing of the S-matrix in gravity are generated by classical sources given by the free massive particles moving on straight-line trajectories, but collinear divergences do not arise from such simple asymptotic dynamics. At leading logarithmic order, ${ }^{14}$ one can still follow the coherent state approach of Catani, Ciafaloni and Marchesini [307-311] which uses energy ordering in each interaction to systematically organise the divergences due to soft gluons in QCD, and indeed a relation with asymptotic symmetries has been recently established [1]. But despite the attempts to study collinear divergences fully within the coherent operator approach [312, 313], it is likely that a more complicated structure should arise at higher orders and might also involve other particles distributions than the Poissonian one discussed in section 5.4. It would be very interesting to explore this more in the future.

[^40]
## Chapter 6

## Tree amplitudes in classical gravitational scattering

In this chapter, we will compute several tree-level amplitudes for the quantum gravitational scattering with radiation both by using Feynman diagrams and BCFW recursion relations. Then. we will take the classical limit and we will prove that the leading deviation from coherence in the final state, which corresponds to the six-point tree amplitude $\mathcal{M}_{6}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}, 6^{\sigma_{2}}\right)$, is quantum suppressed. Just for this section, we will use the mostly plus convention for the spacetime signature.

### 6.1 Tree amplitudes from Feynman diagrams

In this section, we extend the parametrization of the pure Lagrangian used by Cheung and Remmen [314] to the case of real scalar fields minimally coupled with gravity. This will make use of an auxiliary field, the connection, whose job is to effectively resum higher order graviton pure contact vertices in the same spirit as the first order Palatini formulation developed by Deser [315, 316]. We can then compute in a straightforward way all the tree level amplitudes we need for this work.

Let us consider the Lagrangian of two real scalars minimally coupled with gravity in $D=4$ dimensions,

$$
\begin{align*}
S & :=S_{G R}+S_{\text {matter }}, \\
S_{G R} & :=\frac{1}{16 \pi G} \int \mathrm{~d}^{4} x\left[\partial_{a} \sigma_{c e} \partial_{b} \sigma^{d e}\left(\frac{1}{4} \sigma^{a b} \delta_{d}^{c}-\frac{1}{2} \sigma^{c d} \delta_{d}^{a}\right)+\frac{1}{2} \sigma^{a b} \omega_{a} \omega_{b}\right], \\
S_{\text {matter }} & :=-\sum_{j=A, B} \int \mathrm{~d}^{4} x\left[\frac{1}{2} \sigma^{a b} \partial_{a} \phi_{j} \partial_{b} \phi_{j}+\frac{1}{2} \sqrt{-\operatorname{det}\left(\sigma^{-1}\right)} m_{j}^{2} \phi_{j}^{2}\right], \tag{6.1}
\end{align*}
$$

where we have used the following conventions:

$$
\begin{align*}
\sigma_{a b} & :=\frac{1}{\sqrt{-g}} g_{a b}, \quad \sigma^{a b}=\sqrt{-g} g^{a b}, \quad \operatorname{det}(g)=\operatorname{det}\left(\sigma^{-1}\right) \\
\omega_{a} & :=\partial_{a} \log \sqrt{-g}=\frac{1}{2} \sigma_{b c} \partial_{a} \sigma^{b c} \tag{6.2}
\end{align*}
$$

We introduce the auxiliary field $A_{b c}^{a}$, which allows us to rewrite the pure gravity Lagrangian as

$$
\begin{equation*}
S_{G R}=\frac{1}{16 \pi G} \int \mathrm{~d}^{4} x\left[-\left(A_{b c}^{a} A_{a d}^{b}-\frac{1}{3} A_{a c}^{a} A_{b d}^{b}\right) \sigma^{c d}+A_{b c}^{a} \partial_{a} \sigma^{b c}\right] \tag{6.3}
\end{equation*}
$$

Before setting up the perturbation theory in the new variables, it is useful to unmix the graviton and auxiliary field by doing the shift

$$
\begin{equation*}
A_{b c}^{a} \rightarrow A_{b c}^{a}-\frac{1}{2}\left(\partial_{b} h_{c}^{a}+\partial_{c} h_{b}^{a}-\partial^{a} h_{b c}+\frac{1}{2} \eta_{b c} \partial^{a} h_{d}^{d}\right) \tag{6.4}
\end{equation*}
$$

and adding the gauge fixing term

$$
\begin{equation*}
\mathcal{L}_{\mathrm{GF}}=-\frac{1}{2} \partial_{a} h^{a c} \partial^{b} h_{b c}=-\frac{1}{2} \eta_{c d} \partial_{a}\left(\sqrt{-g} g^{a c}\right) \partial_{b}\left(\sqrt{-g} g^{b d}\right) \tag{6.5}
\end{equation*}
$$

Using

$$
\begin{equation*}
\sigma^{a b}=\eta^{a b}-\kappa h^{a b} \tag{6.6}
\end{equation*}
$$

with $\kappa=\sqrt{32 \pi G}$, and the expansion

$$
\begin{align*}
\sqrt{-\operatorname{det}\left(\sigma^{-1}\right)}= & \exp \left[\frac{1}{2} \operatorname{Tr} \log \left(1-\kappa \eta h^{-1}\right)\right] \\
= & 1-\frac{\kappa}{2} \operatorname{Tr}\left(\eta h^{-1}\right)-\frac{\kappa^{2}}{4} \operatorname{Tr}\left(\eta h^{-1}\right)^{2}-\frac{\kappa^{3}}{8} \operatorname{Tr}\left(\eta h^{-1}\right)^{3}+\frac{\kappa^{2}}{8} \operatorname{Tr}^{2}\left(\eta h^{-1}\right) \\
& +\frac{\kappa^{3}}{6} \operatorname{Tr}\left(\eta h^{-1}\right) \operatorname{Tr}\left(\eta h^{-1}\right)^{2}+\mathcal{O}\left(h^{3}\right) \\
= & 1-\frac{\kappa}{2} h_{a}^{a}-\frac{\kappa^{2}}{4} h^{a b} h_{a b}-\frac{\kappa^{3}}{8} h^{b c} h_{a b} h_{c}^{a}+\frac{\kappa^{2}}{8}\left(h_{a}^{a}\right)^{2}+\frac{\kappa^{3}}{6} h_{a}^{a}\left(h_{b c} h^{b c}\right)+\mathcal{O}\left(h^{3}\right) \tag{6.7}
\end{align*}
$$

we get explicitly up to $\mathcal{O}\left(h^{3}\right)$ a Lagrangian of the form

$$
\begin{align*}
\mathcal{L}=\mathcal{L}_{\mathrm{GR}}+\mathcal{L}_{\text {matter }}+\mathcal{L}_{\mathrm{GF}} & =\mathcal{L}_{h h}+\mathcal{L}_{A A}+\mathcal{L}_{h h h} \\
& +\mathcal{L}_{h h A}+\mathcal{L}_{h A A}+\mathcal{L}_{\phi \phi}+\mathcal{L}_{h \phi \phi}+\mathcal{L}_{h h \phi \phi}+\mathcal{L}_{h h h \phi \phi} \tag{6.8}
\end{align*}
$$

The quadratic terms in the Lagrangian are given by

$$
\begin{align*}
\mathcal{L}_{h h} & :=\frac{1}{2}\left(h_{a b} \square h^{a b}-\frac{1}{2} h_{e}^{e} \square h_{f}^{f}\right) \\
\mathcal{L}_{A A} & :=-2\left(A_{b c}^{a} A_{a d}^{b}-\frac{1}{3} A_{a c}^{a} A_{b d}^{b}\right) \eta^{c d} \\
\mathcal{L}_{\phi \phi} & :=-\sum_{j=A, B}\left[\frac{1}{2} \partial^{a} \phi_{j} \partial_{a} \phi_{j}+m_{j}^{2} \phi_{j}^{2}\right] \tag{6.9}
\end{align*}
$$

and the interaction terms are

$$
\begin{aligned}
\mathcal{L}_{h h h} & :=\kappa \frac{1}{2} h^{a b}\left[\partial_{a} h_{c d} \partial_{b} h^{c d}+2 \partial_{[c} h_{d] b} \partial^{d} h_{a}^{c}+\frac{1}{2}\left(2 \partial_{c} h_{a b} \partial^{c} h_{e}^{e}-\partial_{a} h_{e}^{e} \partial_{b} h_{f}^{f}\right)\right] \\
\mathcal{L}_{h h A} & :=2 \kappa h^{a b}\left[A_{a d}^{c}\left(\partial^{d} h_{b c}-\partial_{(b} h_{c)}^{d}\right)-\frac{1}{2}\left(\eta_{a d} A_{b c}^{d} \partial^{c} h_{e}^{e}-A_{c a}^{c} \partial_{b} h_{e}^{e}\right)\right] \\
\mathcal{L}_{h A A} & :=2 \kappa h^{a b}\left(A_{a d}^{c} A_{b c}^{d}-\frac{1}{3} A_{a c}^{c} A_{b d}^{d}\right) \\
\mathcal{L}_{h \phi \phi} & :=\frac{\kappa}{2} \sum_{j=A, B}\left[h^{a b} \partial_{a} \phi_{j} \partial_{b} \phi_{j}+\frac{1}{2} h_{a}^{a} m_{j}^{2} \phi_{j}^{2}\right]
\end{aligned}
$$

$$
\begin{align*}
\mathcal{L}_{h h \phi \phi} & :=\frac{\kappa^{2}}{8} \sum_{j=A, B}\left[h^{a b} h_{a b}-\frac{1}{2}\left(h_{a}^{a}\right)^{2}\right] m_{j}^{2} \phi_{j}^{2}, \\
\mathcal{L}_{h h h \phi \phi} & :=\frac{\kappa^{3}}{16} \sum_{j=A, B}\left[\frac{4}{3} h^{b c} h_{a b} h_{c}^{a}-h_{a}^{a}\left(h_{b c} h^{b c}\right)\right] m_{j}^{2} \phi_{j}^{2} . \tag{6.10}
\end{align*}
$$

In the massless limit $m_{A}, m_{B} \rightarrow 0$, the interaction terms become purely trivalent. In that case, it is possible to set up the standard Berends-Giele recursion relations. But even with the mass terms, the final expressions are more compact than in the standard perturbative expansion of gravity: the gravity pure self-interactions are nicely resummed by the auxiliary field, which makes it possible to avoid the cumbersome expressions for higher point vertices (at least at tree level, where ghosts are absent). The Feynman rules for the propagators are then

$$
\begin{align*}
\left(\Delta^{h h}\right)_{a b c d}(p) & =-\frac{i}{2 p^{2}}\left(\eta_{a c} \eta_{b d}+\eta_{a d} \eta_{b c}-\eta_{a b} \eta_{c d}\right) \\
\left(\Delta^{A A}\right)_{b c e f}^{a d}(p) & =-\frac{i}{4}\left[\frac{1}{2} \delta_{(b}^{d} \eta_{c)(e} \delta_{f)}^{a}+\eta^{a d}\left(\frac{1}{2} \eta_{b c} \eta_{e f}-\frac{1}{2} \eta_{b(e} \eta_{f) c}\right)\right] \\
\left(\Delta^{\phi_{j} \phi_{j}}\right)(p) & =-\frac{i}{p^{2}+m_{j}^{2}} \quad \text { for } j=A, B \tag{6.11}
\end{align*}
$$

and the rules for the interaction vertices are

$$
\begin{align*}
& \left\langle h_{a b} h_{c d} h_{e f}\right\rangle\left(p_{1}, p_{2}, p_{3}\right)=i \frac{\kappa}{2}\left\{\left[\frac{1}{2}\left(\eta_{a(c} \eta_{d)(e} \eta_{f) b}+\eta_{b(c} \eta_{d)(e} \eta_{f) a}\right)\left(p_{1} \cdot p_{2}\right)\right.\right. \\
& -\frac{1}{2}\left(\eta_{a b} \eta_{c(e} \eta_{f) d}+\eta_{c d} \eta_{a(e} \eta_{f) b}\right)\left(p_{1} \cdot p_{2}\right) \\
& \left.+\left(\frac{1}{2} \eta_{a b} \eta_{c d}-\frac{1}{2} \eta_{a(c} \eta_{d) b}\right) p_{1(e} p_{2 f)}-\frac{1}{2} p_{2(a} \eta_{b)(e} \eta_{f)(d} p_{1 c)}\right] \\
& \left.+\left[\begin{array}{c}
p_{2} \leftrightarrow p_{3} \\
c d \leftrightarrow e f
\end{array}\right]+\left[\begin{array}{c}
p_{1} \leftrightarrow p_{3} \\
a b \leftrightarrow e f
\end{array}\right]\right\}, \\
& \left\langle h_{a b} A_{d e}^{c} A_{g h}^{f}\right\rangle\left(p_{1}, p_{2}, p_{3}\right)=i \frac{\kappa}{2}\left(\delta_{(g}^{c} \eta_{h)(a} \eta_{b)(d} \delta_{e)}^{f}-\frac{1}{3} \delta_{(g}^{f} \eta_{h)(a} \eta_{b)(d} \delta_{e)}^{c}\right), \\
& \left\langle h_{a b} h_{c d} A_{f g}^{e}\right\rangle\left(p_{1}, p_{2}, p_{3}\right)=\frac{\kappa}{2}\left\{\left[\frac{1}{2} \delta_{(a}^{e}\left(\eta_{b)(f} \eta_{g)(c} p_{1 d)}-\eta_{b)(c} \eta_{d)(f} p_{1 g)}\right)\right.\right. \\
& \left.\left.+\frac{1}{2} \eta_{a b}\left(p_{1(f} \eta_{g)(c} \delta_{d)}^{e}-p_{1(c} \eta_{d)(f} \delta_{g)}^{e}\right)\right]+\left[\begin{array}{l}
p_{1} \leftrightarrow p_{2} \\
a b \leftrightarrow c d
\end{array}\right]\right\} \\
& -\frac{\kappa}{4} p_{3}^{e}\left(\eta_{f(a} \eta_{b)(c} \eta_{d) g}+\eta_{g(a} \eta_{b)(c} \eta_{d) f}\right), \\
& \left\langle h_{a b} \phi_{j} \phi_{j}\right\rangle\left(p_{1}, p_{2}, p_{3}\right)=-i \frac{\kappa}{2}\left(p_{2(a} p_{3 b)}-m_{j}^{2} \eta_{a b}\right) \quad \text { for } j=A, B, \\
& \left\langle h_{a b} h_{c d} \phi_{j} \phi_{j}\right\rangle\left(p_{1}, p_{2}, p_{3}, p_{4}\right)=i \frac{\kappa^{2}}{4} m_{j}^{2}\left(\eta_{a c} \eta_{b d}+\eta_{a d} \eta_{b c}-\eta_{a b} \eta_{c d}\right) \quad \text { for } j=A, B, \\
& \left\langle h_{a b} h_{c d} h_{e f} \phi_{j} \phi_{j}\right\rangle\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)=i \frac{\kappa^{3}}{8} m_{j}^{2}\left(\eta_{f a} \eta_{b(c} \eta_{d) e}+\eta_{d(a} \eta_{e) c} \eta_{f b}+\eta_{a(d} \eta_{e) b} \eta_{f c}+\eta_{e(a} \eta_{b) c} \eta_{f d}\right. \\
& \left.-\left[\eta_{a(c} \eta_{d) b} \eta_{e f}+\eta_{a(e} \eta_{f) b} \eta_{c d}+\eta_{a b} \eta_{e(c} \eta_{d) f}\right]\right) \quad \text { for } j=A, B, \tag{6.12}
\end{align*}
$$

where all momenta are chosen to be ingoing. At this point one can implement these

Feynman rules in the xAct package [317], which we use extensively in the following calculations.

For the purposes of simplifying computations, we adopt the following conventions for the momenta of our amplitude:

$$
\begin{align*}
\mathcal{M}_{n+4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}, \ldots,(n+4)^{\sigma_{n}}\right) & \equiv \mathcal{M}_{n+4}^{(0)}\left(p_{1}, p_{2} \rightarrow-p_{3},-p_{4},-p_{5}^{\sigma_{1}}, \ldots,-p_{n+4}^{\sigma_{n}}\right) \\
& \equiv \mathcal{M}_{n+4}^{(0)}\left(p_{1}, p_{2} \rightarrow-p_{3},-p_{4},-k_{1}^{\sigma_{1}}, \ldots,-k_{n}^{\sigma_{n}}\right) \tag{6.13}
\end{align*}
$$

and we define the momentum invariants $s_{i j}=-\left(p_{i}+p_{j}\right)^{2}$, with Mandelstam invariants defined as $s=s_{12}$ and $t=s_{13}$ in the particular case of four-point kinematics.

### 6.1.1 Four-point and five-point tree amplitude

We have only one diagram in the 4 -pt case, given in Fig. 6.1. The Feynman rules give the well-known result ${ }^{1}$
$\left.\mathcal{A}_{4}^{(0)}{ }^{\left(\mathbf{1}^{A}\right.}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}\right)=-\frac{i \kappa^{2}}{2 t}\left(\frac{1}{2} t\left(-m_{A}^{2}-m_{B}^{2}+s\right)+\frac{1}{2}\left(-m_{A}^{2}-m_{B}^{2}+s\right)^{2}-m_{A}^{2} m_{B}^{2}\right)$.


Figure 6.1: The only Feynman diagram contributing to $\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}\right)$.

For the 5 -pt amplitude, we have explicitly computed the 7 diagrams pictured in Fig. 6.2. Notice that the first 6 diagrams are in one-to-one correspondence with the analogous calculation in scalar QED [95], while the last one is related to the graviton self-interaction.
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### 6.1.2 Six-point tree amplitude

We have computed the 68 diagrams in Fig. 6.3 for the 6 -point tree amplitude. In order from the top left of the picture in Fig. 6.3, the first 42 of these diagrams can be compared with the analogous calculation in scalar QED done in [6], which in particular involve the 3-point and the 4-point vertices with one matter line and one or two gravitons. The remaining 26 diagrams are classified into the following three types:

- 21 diagrams involving the graviton self-interaction;
- 3 diagrams with the auxiliary field propagator;
- 2 diagrams with a 5 -point contact vertex with 3 gravitons and one matter line.



















(




Figure 6.3: The Feynman diagrams contributing to $\mathcal{A}_{6}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}, 6^{\sigma_{2}}\right)$. We have highlighted in red the contribution of the auxiliary field, which is crucial to obtain the correct result.

The calculation of these tree level amplitudes agrees exactly with an independent on-shell BCFW calculation presented in the next section.

### 6.2 Tree amplitudes from on-shell recursion relations

In this section, we compute the necessary tree-level amplitudes for the theory defined in eq. (6.1) by using an on-shell diagrammar ${ }^{2}$ to recursively construct all the amplitudes in the theory. A diagrammar requires basic amplitudes to serve as the atoms of the computation, and the on-shell recursive framework of BCFW [321]. In massless theories there are straightforward arguments to construct three-point amplitudes from little-group scaling [322, 323]. The simplicity comes from the on-shellness of the momenta, which is maintained throughout the computation and simplifies the expressions needed as input.

We begin with a brief review of BCFW recursion, in preparation for the new shift that we will introduce to compute the 5 -point tree amplitude $\mathcal{A}_{5}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \boldsymbol{4}^{B}, 5^{\sigma_{1}}\right)$ and to set the stage for its application to the 6 -point tree amplitude $\mathcal{A}_{6}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}, 6^{\sigma_{2}}\right)$.

### 6.2.1 Review of BCFW

The basic mechanism of BCFW recursion is understood through elementary complex analysis. The derivation begins by introducing a complex variable $z$ and considering a linear shift in (a subset of) the momenta $p_{i}$ in the (yet-to-be-determined) $n$-point tree-level amplitude:

$$
\begin{equation*}
\mathcal{A}_{n}^{(0)}\left(\left\{p_{i}\right\}\right) \rightarrow \mathcal{A}_{n}^{(0)}\left(\left\{\hat{p}_{i}\right\}\right), \tag{6.15}
\end{equation*}
$$

where the shifted momenta are defined as

$$
\begin{equation*}
\hat{p}_{i}=p_{i}+z r_{i} . \tag{6.16}
\end{equation*}
$$

The choice of $r_{i}$ corresponds to a choice of shift.
As tree amplitudes are rational functions, we can consider $\mathcal{A}_{n}^{(0)}\left(\left\{\hat{p}_{i}\right\}\right)$ as a meromorphic function of $z$ which we denote as $\mathcal{A}_{n}^{(0)}(z)$. We then evaluate the contour integral

$$
\begin{equation*}
\oint_{\gamma_{\infty}} d z \frac{\mathcal{A}_{n}^{(0)}(z)}{z}=\mathcal{A}_{n}^{(0)}(0)+\sum_{I} \operatorname{Res}_{z=z_{I}}\left[\frac{\mathcal{A}_{n}^{(0)}(z)}{z}\right] \tag{6.17}
\end{equation*}
$$

where the $z_{I}$ are the poles in the complex plane, and the integration contour $\gamma_{\infty}:=$ $\lim _{R \rightarrow \infty} \gamma_{R}$, where $\gamma_{R}$ is a circular contour around the origin with radius $R$.

The choice of the vectors $r_{i}$ will to some extent determine the large- $z$ behavior, but importantly must also satisfy [324]:

- For all $i, j$, we have $r_{i} \cdot r_{j}=0$, which ensures linearity of deformed inverse propagators in $z$;
- On-shellness of the shifted momenta: $\hat{p}_{i}^{2}=-m_{i}^{2}$, which implies $r_{i} \cdot p_{i}=0$;
- Conservation of momentum is maintained on the shift, i.e. $\sum_{i} r_{i}=0$.

With an appropriate choice of shift, and for generic kinematics, and the nontrivial residues on the right-hand side are thus encoded by the kinematic poles of the amplitude. In particular, the first condition implies that the poles in $\mathcal{A}_{n}^{(0)}(z)$ are simple

[^42]poles. The residues are defined by the product of lower-point on-shell amplitudes in the same theory and the scalar propagator,
\[

$$
\begin{equation*}
\sum_{I} \operatorname{Res}_{z=z_{I}}\left[\frac{\mathcal{A}_{n}^{(0)}(z)}{z}\right]=-\sum_{I} \sum_{\sigma= \pm} \mathcal{A}_{L}^{(0)}\left(\left\{\hat{p}_{L}\right\}, \hat{P}_{I}^{\sigma}\right) \frac{-i}{P_{I}^{2}+m_{I}^{2}} \mathcal{A}_{R}^{(0)}\left(-\hat{P}_{I}^{-\sigma},\left\{\hat{p}_{R}\right\}\right) \tag{6.18}
\end{equation*}
$$

\]

where $L$ and $R$ stand for the "left" and "right" amplitude in the factorization, and

$$
\begin{equation*}
P_{I}=\sum_{R} p_{R}=-\sum_{L} p_{L} \tag{6.19}
\end{equation*}
$$

The momentum channels which contribute a residue are those which contain at least one shifted external momentum in both $\left\{\hat{p}_{L}\right\}$ and $\left\{\hat{p}_{R}\right\}$, and the poles corresponding to each channel are the solutions of the linear equations

$$
\begin{equation*}
\hat{P}_{I}^{2}=P_{I}^{2}+z \sum_{i \in R} 2 r_{i} \cdot P_{I} \tag{6.20}
\end{equation*}
$$

Note also that each pole contributes only a single residue, so partitioning into $\left\{p_{L}\right\}$ and $\left\{p_{R}\right\}$ should take into account global momentum conservation to avoid overcounting.

A "good" shift on $\mathcal{A}^{(0)}$ is defined as any shift for which the left-hand side of eq. (6.17) vanishes, behavior which corresponds to the vanishing of the residue at infinity, also known as the "boundary term",

$$
\begin{equation*}
\oint_{\gamma_{\infty}} d z \frac{\mathcal{A}_{n}^{(0)}(z)}{z}=\lim _{z \rightarrow \infty}\left[\mathcal{A}_{n}^{(0)}(z)\right]=0 \tag{6.21}
\end{equation*}
$$

For amplitudes in massless theories, it is understood what constitutes a good shift for various helicity configurations in various theories [322, 325-328]. Then, by combining eq. (6.18) with eq. (6.17), we get the recursive formula

$$
\begin{equation*}
\mathcal{A}_{n}^{(0)}(0)=\mathcal{A}_{n}^{(0)}(\{p\})=\sum_{I} \sum_{\sigma= \pm} \mathcal{A}_{L}^{(0)}\left(\left\{\hat{p}_{L}\right\}, \hat{P}_{I}^{\sigma}\right) \frac{-i}{P_{I}^{2}} \mathcal{A}_{R}^{(0)}\left(-\hat{P}_{I}^{-\sigma},\left\{\hat{p}_{R}\right\}\right) \tag{6.22}
\end{equation*}
$$

Later in this section we introduce a new kind of shift which is applicable to massive legs as well. In particular, it will be only the first item, the on-shellness of the momenta, that needs modification to accommodate this case.

In the following section we apply BCF shifts [329] exclusively to massless legs: they are labelled as $[i, j\rangle$ and they modify the external legs as follows:

$$
\begin{align*}
& \left.\left.\left.\hat{p}_{i}^{a \dot{b}}=\mid \hat{i}\right]^{a}\left\langle\left. i\right|^{\dot{b}}=(\mid i]+z\right| j\right]\right)^{a}\left\langle\left. i\right|^{\dot{b}},\right. \\
& \left.\left.\hat{p}_{j}^{a \dot{b}}=\mid j\right]^{a}\left\langle\left.\hat{j}\right|^{\dot{b}}=\right| j\right]^{a}(\langle j|-z\langle i|)^{\dot{b}}, \tag{6.23}
\end{align*}
$$

which implies that

$$
\begin{equation*}
\left.r_{i}^{a \dot{b}}=-r_{j}^{a \dot{b}}=\mid j\right]^{a}\left\langle\left. i\right|^{\dot{b}} .\right. \tag{6.24}
\end{equation*}
$$

We now proceed to apply these shifts to graviton-scalar amplitudes.
We use the spinor-helicity formalism throughout, adopting the shorthand of [324] whereby Feynman-slashed four-momentum is replaced by the momentum labels with
products denoted by simply concatenating momentum labels

$$
\begin{equation*}
\left.\ldots i j \mid X] \equiv \ldots \not p_{i} \not p_{j} \mid X\right] . \tag{6.25}
\end{equation*}
$$

Differences of momenta are similarly denoted, whilst sums of momenta are combined into an upper-case $P$ :

$$
\begin{equation*}
\left.(i-j) \mid X] \equiv\left(\not p_{i}-\not p_{j}\right) \mid X\right] \quad, \quad P_{i j}=p_{i}+p_{j} \tag{6.26}
\end{equation*}
$$

### 6.2.2 Building blocks of the amplitude diagrammar



Figure 6.4: Generic on-shell diagrams that are the atoms of the diagrammar, corresponding to the amplitudes defined in eq. (6.27) (resp. eq. (6.28) for (a) (resp. (b)).

We begin by looking at amplitudes with a single flavor of massive scalar, which we pick as flavor $A$ without loss of generality. To construct these amplitudes we require pure gravity amplitudes as well as minimally coupled graviton-scalar amplitudes. The diagrams for the three-point amplitudes needed are depicted in Fig. 6.4.

The massless three-point graviton amplitudes are

$$
\begin{equation*}
\mathcal{A}_{3}^{(0)}\left(1^{+}, 2^{+}, 3^{-}\right)=i \kappa \frac{[12]^{6}}{[23]^{2}[31]^{2}}, \quad \mathcal{A}_{3}^{(0)}\left(1^{-}, 2^{-}, 3^{+}\right)=i \kappa \frac{\langle 12\rangle^{6}}{\langle 23\rangle^{2}\langle 31\rangle^{2}} \tag{6.27}
\end{equation*}
$$

and the massive-scalar amplitudes are [323, 330]

$$
\begin{equation*}
\mathcal{A}_{3}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{+}\right)=i \kappa \frac{[3|2| \chi\rangle^{2}}{\langle 3 \chi\rangle^{2}}, \quad \mathcal{A}_{3}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{-}\right)=i \kappa \frac{\langle 3| 2 \mid \chi]^{2}}{[3 \chi]^{2}} \tag{6.28}
\end{equation*}
$$

where we have introduced a reference spinor $\chi$. Although it may appear as though the amplitudes in eq. (6.28) depend on the choice of $\chi$, this is not the case, as long as the denominators do not vanish.

Using the amplitudes in eq. (6.27) and eq. (6.28) we can apply BCFW recursion to construct four-point amplitudes. Up to helicity conjugation and permutation (crossing) invariance, there are two independent configurations:

$$
\begin{equation*}
\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{+}, 4^{+}\right), \quad \mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{-}, 4^{+}\right) \tag{6.29}
\end{equation*}
$$

We can apply a $[3,4\rangle$ shift to construct both, ${ }^{3}$

$$
\begin{align*}
& \hat{p}_{3}^{a \dot{b}}=|3\rangle^{a}\left[\left.\hat{3}\right|^{\dot{b}}=|3\rangle^{a}\left(\left[3 \mid+z[4 \mid)^{\dot{b}},\right.\right.\right.  \tag{6.30}\\
& \hat{p}_{4}^{a \dot{b}}=|\hat{4}\rangle^{a}\left[\left.4\right|^{\dot{b}}=(|4\rangle-z|3\rangle)^{a}\left[\left.4\right|^{\dot{b}} .\right.\right. \tag{6.31}
\end{align*}
$$
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Figure 6.5: The sum of factorizations of $\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{ \pm}, 4^{+}\right)$which is needed to reproduce the amplitude via BCFW on-shell techniques.

In massless theories the validity of such a shift follows directly from the scaling of the two-point propagator and polarization tensors [326, 328], and this analysis appears to hold for the massive case too, as it results in the correct amplitudes (see for example [331, 332]).

The momentum shift involves a subset of the physical poles of the theory,

$$
\begin{align*}
& \hat{s}_{31}-m_{A}^{2}=0 \Rightarrow z=z_{31} \equiv-\frac{[3|1| 3\rangle}{[4|1| 3\rangle},  \tag{6.32}\\
& \hat{s}_{41}-m_{A}^{2}=0 \Rightarrow z=z_{41} \equiv-\frac{[4|1| 4\rangle}{[4|1| 3\rangle}, \tag{6.33}
\end{align*}
$$

and thus the amplitudes can be reproduced by the diagrams in Fig. 6.5.
At four points, some simple algebra reproduces a compact form of the amplitude from the factorizations

$$
\begin{align*}
\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{+}, 4^{+}\right) & =i \kappa^{2} \frac{|\hat{3}| 1|\chi\rangle^{2}}{\langle 3 \chi\rangle^{2}} \frac{-1}{s_{31}-m_{A}^{2}} \frac{[4|2| \chi\rangle^{2}}{\langle\hat{4} \chi\rangle^{2}}+i \kappa^{2} \frac{(\hat{3}|2| \chi\rangle^{2}}{\langle 3 \chi\rangle^{2}} \frac{-1}{s_{32}-m_{A}^{2}} \frac{[4|1| \chi\rangle^{2}}{\langle\hat{4} \chi\rangle^{2}} \\
& =-i \kappa^{2} \frac{m_{A}^{4}[34]^{2}}{\left(s_{31}-m_{A}^{2}\right)\langle 43\rangle^{2}}+(1 \leftrightarrow 2) . \tag{6.34}
\end{align*}
$$

The spurious double pole cancels upon summation with the symmetric term, and the technique also gives the correct result for the mixed-helicity configuration, ${ }^{4}$

$$
\begin{align*}
\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{+}, 4^{+}\right) & =-i \kappa^{2} \frac{m_{A}^{4}[34]^{3}}{\langle 34\rangle\left(s_{31}-m_{A}^{2}\right)\left(s_{32}-m_{A}^{2}\right)},  \tag{6.35}\\
\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{A}, 3^{-}, 4^{+}\right) & =i \kappa^{2} \frac{[4|1| 3\rangle^{4}}{s_{34}\left(s_{31}-m_{A}^{2}\right)\left(s_{32}-m_{A}^{2}\right)} . \tag{6.36}
\end{align*}
$$

Finally, we consider the four-point two-flavor amplitude computed from a single Feynman diagram and given in eq. (6.14), that is equivalent to

$$
\begin{equation*}
\mathcal{A}_{4}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}\right)=\frac{i \kappa^{2}}{2 s_{13}}\left(2\left(p_{1} \cdot p_{2}\right)\left(p_{1} \cdot p_{4}\right)+m_{A}^{2} m_{B}^{2}\right) . \tag{6.37}
\end{equation*}
$$

There are well-established on-shell constraints on the classical contribution of this amplitude to eikonal scattering; it consists of a single residue in the form of a product of three-point amplitudes subject to a shift prescription which defines the residue in $s_{13}$ [333]. The full QFT amplitude requires further information to fully reproduce eq. (6.37). Because of the simplicity of the Feynman diagram calculation, we treat it

[^44]as a fundamental amplitude in our diagrammar, and it joins the basic building blocks in eq. (6.27) and eq. (6.28).

### 6.2.3 The equal-mass shift

The results discussed in section 6.2.2 relied upon the presence of massless particles in the processes in question, but here we are interested in the amplitude with two massive particles with different flavors and just a single massless graviton, as depicted in Fig. 6.6. This raises the question of whether we can construct this amplitude with any kind of shift. In fact this is possible, but first we need to consider what actually makes on-shell recursion effective.


Figure 6.6: The five-point tree amplitude we would like to compute with BCFW-like techniques.

The principal advantage of the BCFW method is that it allows us to construct higher-point amplitudes from on-shell expressions. When we are dealing with massless theories/particles, this also implies that the on-shell condition for a particle is also satisfied: $\hat{p}_{i}^{2}=0$. These two statements are not completely equivalent when considering theories with equally-massive particles (particles 1 and 3): an on-shell expression need not be in terms of momenta and masses which satisfy the on-shell conditions

$$
\begin{equation*}
\hat{p}_{1}^{2}=\hat{p}_{3}^{2}=-m_{A}^{2} \tag{6.38}
\end{equation*}
$$

but can be loosened such that the mass is shifted, but by the same value for both particles:

$$
\begin{equation*}
\hat{p}_{1}^{2}=\hat{p}_{3}^{2}=-\hat{m}_{A}^{2} . \tag{6.39}
\end{equation*}
$$

The mass $m_{A}$ is thus treated like a kinematic variable rather than an invariant defining "on-shellness". Crucially, the equal-mass expressions now used in the recursion remain equal-mass expressions, and the diagrammar can be used to build amplitudes in the theory just like the massless case.

This approach still requires at least one massless external particle, which we label particle 5 and assume to have positive helicity, without loss of generality. The threeline shift that satisfies the requirements of on-shell recursion is

$$
\begin{align*}
& \hat{p}_{5}=|\hat{5}\rangle[\hat{5}|=(|5\rangle+z(1-3) \mid 5])[5 \mid, \\
& \left.\hat{p}_{1}=p_{1}+z 3 \mid 5\right][5 \mid, \\
& \left.\hat{p}_{3}=p_{3}-z 1 \mid 5\right][5 \mid, \tag{6.40}
\end{align*}
$$

where one can easily verify that

$$
\begin{equation*}
\hat{p}_{1}^{2}=p_{1}^{2}-z[5|13| 5]=-m_{A}^{2}+z[5|31| 5]=\hat{p}_{3}^{2} . \tag{6.41}
\end{equation*}
$$

Thus the condition in eq. (6.39) is satisfied, and equal-mass amplitudes can be used in the recursion. Similarly to the BCFW shift, shifting the anti-holomorphic spinor $\mid 5]$ produces a boundary term in $\mathcal{A}_{5}^{(0)}(z)$, i.e. it is a "bad" shift. From comparison with the extended-Cheung-Remmen Feynman diagram computation of section 6.1, we confirm that the holomorphic shift is a good shift for the five-point tree amplitude.

### 6.2.4 Five-point tree amplitude

We now apply the equal-mass shift to the tree-level amplitude with two flavors of pairs of minimally-coupled massive particles and one graviton.

The equal-mass shift we use is

$$
\begin{align*}
\mathcal{A}_{5}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{+}\right) & \rightarrow \mathcal{A}_{5}^{(0)}\left(\hat{\mathbf{1}}^{A}, \mathbf{2}^{B}, \hat{\mathbf{3}}^{A}, \mathbf{4}^{B}, \hat{5}^{+}\right), \\
|\hat{5}\rangle[\hat{5} \mid & =(|5\rangle+z(1-3) \mid 5])[5 \mid \\
\hat{p}_{1} & \left.=p_{1}+z 3 \mid 5\right][5 \mid \\
\hat{p}_{3} & \left.=p_{3}-z 1 \mid 5\right][5 \mid \\
\hat{p}_{1}-\hat{p}_{3} & \left.=p_{1}-p_{3}+z P_{13} \mid 5\right][5 \mid . \tag{6.42}
\end{align*}
$$



Figure 6.7: Factorizations of the five-point tree amplitude $\mathcal{A}_{5}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}\right)$ on the equal mass shift defined in the expressions in eq. (6.42).

The factorization on the equal-mass poles are depicted in Fig. 6.7, and the shift yields a total of five terms,

$$
\begin{align*}
& \left.\mathcal{A}_{5}^{(0)}\right|_{51}=\mathcal{A}_{3}^{(0)}\left(\hat{\mathbf{1}}^{A}, \hat{\mathbf{P}}^{A}, \hat{5}^{+}\right) \frac{i}{s_{51}-m_{A}^{2}} \mathcal{A}_{4}^{(0)}\left(-\hat{\mathbf{P}}^{A}, \mathbf{2}^{B}, \hat{\mathbf{3}}^{A}, \mathbf{4}^{B}\right), \\
& \left.\mathcal{A}_{5}^{(0)}\right|_{53}=\mathcal{A}_{3}^{(0)}\left(\hat{\mathbf{3}}^{A}, \hat{\mathbf{P}}^{A}, \hat{5}^{+}\right) \frac{i}{s_{53}-m_{A}^{2}} \mathcal{A}_{4}^{(0)}\left(-\hat{\mathbf{P}}^{A}, \mathbf{2}^{B}, \hat{\mathbf{1}}^{A}, \mathbf{4}^{B}\right), \\
& \left.\mathcal{A}_{5}^{(0)}\right|_{52}=\mathcal{A}_{3}^{(0)}\left(\mathbf{2}^{B}, \hat{\mathbf{P}}^{B}, \hat{5}^{+}\right) \frac{i}{s_{52}-m_{B}^{2}} \mathcal{A}_{4}^{(0)}\left(-\hat{\mathbf{P}}^{B}, \hat{\mathbf{3}}^{A}, \mathbf{4}^{B}, \hat{\mathbf{1}}^{A}\right), \\
& \left.\mathcal{A}_{5}^{(0)}\right|_{54}=\mathcal{A}_{3}^{(0)}\left(\mathbf{4}^{B}, \hat{\mathbf{P}}^{B}, \hat{5}^{+}\right) \frac{i}{s_{54}-m_{B}^{2}} \mathcal{A}_{4}^{(0)}\left(-\hat{\mathbf{P}}^{B}, \hat{\mathbf{3}}^{A}, \mathbf{2}^{B}, \hat{\mathbf{1}}^{A}\right), \\
& \left.\mathcal{A}_{5}^{(0)}\right|_{13}=\sum_{\sigma= \pm} \mathcal{A}_{3}^{(0)}\left(\hat{\mathbf{1}}^{A}, \hat{\mathbf{3}}^{A}, \hat{P}^{\sigma}\right) \frac{i}{s_{13}} \mathcal{A}_{4}^{(0)}\left(\mathbf{2}^{B}, \mathbf{4}^{B}, \hat{5}^{+},-\hat{P}^{-\sigma}\right) \tag{6.43}
\end{align*}
$$

where the factorizations correspond to residues at the following poles:

$$
\begin{array}{rlrl}
z_{51} & =\frac{[5|1| 5\rangle}{[5|13| 5]}, & z_{53} & =\frac{[5|3| 5\rangle}{[5|13| 5]}, \\
z_{52} & =-\frac{[5|2| 5\rangle}{[5|2(1-3)| 5]}, & z_{54} & =-\frac{[5|4| 5\rangle}{[5|4(1-3)| 5]} \\
z_{13} & =\frac{s_{13}}{\left[5\left|P_{24}(1-3)\right| 5\right]} . &
\end{array}
$$

It is convenient to organize the calculation in terms of the variables ${ }^{5}$

$$
\begin{equation*}
K_{A}:=p_{1}-p_{3}, \quad K_{B}:=p_{2}-p_{4} \tag{6.45}
\end{equation*}
$$

which are antisymmetric under the exchange of the corresponding pair of momenta. Each residue in eq. (6.43) yields an expression containing spurious poles, which are not present in the full amplitude. For example the $P_{52}$ factorization gives

$$
\begin{align*}
\left.\mathcal{A}_{5}^{(0)}\right|_{52}= & i \kappa^{3} \frac{\left[5\left|2 K_{A}\right| 5\right]^{3}[5|13| 5]^{2}}{x_{51 \mid 53}^{2}} \frac{-1}{s_{52}-m_{B}^{2}} \times \\
& \frac{2\left(p_{1} \cdot p_{4}+z_{52}[5|43| 5]\right)\left(p_{3} \cdot p_{4}-z_{52}[5|41| 5]\right)+\left(m_{A}^{2}+z_{52}[5|13| 5]\right) m_{B}^{2}}{2 x_{52 \mid 13}}, \tag{6.46}
\end{align*}
$$

with the spurious poles $x_{i j \mid k l}$ proportional to denominator factors evaluated at other residues

$$
\begin{equation*}
x_{i j \mid k l}=\left[5\left|P_{i j} K_{A}\right| 5\right]\left[5\left|P_{k l} K_{A}\right| 5\right]\left(z_{i j}-z_{k l}\right) \tag{6.47}
\end{equation*}
$$

Through algebraic manipulations the spurious poles in the full expression can be cleared, and the amplitude can be symmetrized in $K_{A}$ and $K_{B}$. The final expression is

$$
\begin{align*}
\mathcal{A}_{5}^{(0)} & \left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{+}\right)=\frac{i \kappa^{3}}{8}\left(\left[\frac{-p_{4} \cdot p_{2}[5|13| 5]^{2}}{s_{24}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)}+\frac{\left[5\left|K_{A} K_{B}\right| 5\right]^{2}-8[5|13| 5]^{2}}{16 s_{13} s_{24}}\right.\right. \\
+ & \frac{\left(m_{A}^{2}+m_{B}^{2}\right)[5|13| 5]\left(2\left(s_{13}-s_{24}\right)[5|13| 5]+\left[5\left|K_{B}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]\right)}{8\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)} \\
& -\frac{K_{A} \cdot K_{B}\left(s_{24}-s_{13}\right)^{2}[5|13| 5]\left(4 s_{24}[5|42| 5]-\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]\right)}{32 s_{13} s_{24}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)} \\
- & \frac{K_{A} \cdot K_{B}[5|42| 5]\left(\left[5\left|K_{B}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]-4\left(s_{13}+s_{24}\right)[5|13| 5]\right)}{8 s_{13} s_{24}\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)} \\
- & \frac{K_{A} \cdot K_{B}\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{B}\right| 5\right\rangle\left(\left[5\left|K_{A} K_{B}\right| 5\right]^{2}-8[5|42| 5]^{2}\right)}{64 s_{13}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)} \\
+ & \left(\operatorname{Tr}\left(K_{A} \not K_{B} \not K_{A} \not K_{B}\right)+2\left[5\left|K_{A}\right| 5\right\rangle^{2}+2\left[5\left|K_{B}\right| 5\right\rangle^{2}-2 s_{13}^{2}-2 s_{24}^{2}\right) \\
\times & \quad\left(\frac{\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{B}\right| 5\right\rangle[5|13| 5][5|42| 5]}{64 s_{13} s_{24}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)}\right. \\
& \left.\left.\left.\quad+\frac{[5|42| 5]\left(2\left(s_{13}-s_{24}\right)[5|42| 5]-\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]\right)}{64 s_{13}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)}\right)\right]+\left[\left(1,3, K_{A}\right) \leftrightarrow\left(2,4, K_{B}\right)\right]\right), \tag{6.48}
\end{align*}
$$

[^45]and the negative helicity case is obtained simply by switching the square brackets for angle brackets. We find perfect agreement with the Feynman diagram calculation from section 6.1 when tested on rational kinematic points.

### 6.2.5 Six-point tree amplitude

The six-point tree amplitude can be computed using a standard BCFW shift $[5,6\rangle,{ }^{6}$ where we consider

$$
\begin{equation*}
\mathcal{A}_{6}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, \hat{5}^{ \pm}, \hat{6}^{+}\right), \tag{6.49}
\end{equation*}
$$

which generates 10 factorization diagrams. All of these are of the general types of factorizations are shown in Fig. 6.8. We make use of the permutation invariance of the scalar particle by defining $\left\{\mathbf{I}_{\mathbf{1}}, \mathbf{I}_{\mathbf{2}}\right\}=\mathbf{P}\left(\left\{\mathbf{1}^{\mathbf{A}}, \mathbf{3}^{\mathbf{A}}\right\}\right)$ or $\left\{\mathbf{I}_{\mathbf{1}}, \mathbf{I}_{\mathbf{2}}\right\}=\mathbf{P}\left(\left\{\mathbf{2}^{\mathbf{B}}, \mathbf{4}^{\mathrm{B}}\right\}\right)$, with the complement set labelled as $\mathbf{J}_{i}$. There are four factorizations for each of the left and middle diagrams and two for the last, giving a total of ten residue contributions to the amplitude.


Figure 6.8: Schematic representation (up to crossing symmetry) of the three independent factorizations which are relevant for the construction of the six-point tree amplitude $\mathcal{A}_{6}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}, 6^{\sigma_{2}}\right)$ from the BCFW shift.

$$
\begin{align*}
\left.\mathcal{A}_{6}^{(0)}\right|_{5 I_{1}} & =\mathcal{A}_{3}^{(0)}\left(\mathbf{I}_{\mathbf{1}}, \hat{\mathbf{P}}^{\mathbf{I}_{\mathbf{1}}}, \hat{5}^{ \pm}\right) \frac{i}{s_{5 I_{1}}-m_{I}^{2}} \mathcal{A}_{5}^{(0)}\left(-\hat{\mathbf{P}}^{\mathbf{I}_{1}}, \mathbf{J}_{1}, \mathbf{I}_{2}, \mathbf{J}_{2}, \hat{6}^{+}\right)  \tag{6.50}\\
\left.\mathcal{A}_{6}^{(0)}\right|_{6 I_{1}} & =\mathcal{A}_{3}^{(0)}\left(\mathbf{I}_{\mathbf{1}}, \hat{\mathbf{P}}^{\mathbf{I}_{\mathbf{1}}}, \hat{6}^{+}\right) \frac{i}{s_{6 I_{1}}-m_{I}^{2}} \mathcal{A}_{5}^{(0)}\left(-\hat{\mathbf{P}}^{\mathbf{I}_{1}}, \mathbf{J}_{1}, \mathbf{I}_{2}, \mathbf{J}_{2}, \hat{5}^{ \pm}\right)  \tag{6.51}\\
\left.\mathcal{A}_{6}^{(0)}\right|_{I_{1} I_{2} 5} & =\sum_{\sigma= \pm} \mathcal{A}_{4}^{(0)}\left(\mathbf{I}_{\mathbf{1}}, \mathbf{I}_{\mathbf{2}}, \hat{5}^{ \pm}, \hat{P}^{\sigma}\right) \frac{i}{s_{I_{1} I_{2} 5}} \mathcal{A}_{4}^{(0)}\left(\mathbf{J}_{\mathbf{1}}, \mathbf{J}_{\mathbf{2}}, \hat{6}^{+},-\hat{P}^{-\sigma}\right) \tag{6.52}
\end{align*}
$$

We confirm numerically the vanishing of the boundary (large- $z$ ) terms from the Feynman-diagram expression. ${ }^{7}$ Moreover, we have verified that the reproduction of the amplitude, as the Feynman-diagram and on-shell calculations produce the same result on all (rational) numerical points tested.

[^46]
### 6.3 The classical limit of scattering amplitudes with radiation: graviton interference is a quantum effect

In this section, we use the explicit calculation of the six-point tree amplitude $\mathcal{A}_{6}^{(0)}$ of the previous section to prove the coherence of the emitted semiclassical radiation field up to order $\mathcal{O}\left(G^{4}\right)$ for radiative observables. Moreover, assuming coherence to all orders as suggested by the arguments of section 5.4, we derive an infinite set of non-trivial relations between unitarity cuts in the classical limit. Those are relevant for the calculation of physical radiative observables, such as the waveform or the total linear and angular momentum emitted by the gravitons, because they suggest that only the 5 -pt amplitude is required for the classical calculation and all the higher multiplicity amplitudes are not explicitly needed.

In order to take the classical limit, we follow the rules established in [166]. We express the massless momenta in terms of their wavenumbers and the momentum transfers of eq. (5.74),

$$
\begin{equation*}
k_{i}=\hbar \bar{k}_{i} \quad \text { for } i=1,2,3, \ldots ; \quad q_{j}=\hbar \bar{q}_{j}, \quad w_{j}=\hbar \bar{w}_{j} \quad \text { for } j=1,2 ; \tag{6.53}
\end{equation*}
$$

and we use the parametrization of the massive momenta from eq. (5.76), which define the classical trajectory. They are therefore associated to classical velocities $v_{A}$ and $v_{B}$,

$$
\begin{equation*}
p_{j}=\tilde{m}_{j} v_{j}, \quad \tilde{m}_{j}^{2}=m_{j}^{2}-\hbar^{2} \frac{\bar{q}^{2}}{4} \quad \text { for } j=A, B . \tag{6.54}
\end{equation*}
$$

Note that in section 6.2 we used notation which was more compact for the purposes of computing the amplitudes. We can translate to the notation introduced earlier in eq. (5.75) by noticing that

$$
\begin{equation*}
P_{13}=-w_{1}, P_{24}=-w_{2} . \tag{6.55}
\end{equation*}
$$

Crucially, we also need to restore the powers of $\hbar$ in the coupling as

$$
\begin{equation*}
\kappa \rightarrow \frac{\kappa}{\sqrt{\hbar}} . \tag{6.56}
\end{equation*}
$$

We use these equivalences to infer the $\hbar$ scaling of the amplitudes. We begin by extracting the leading classical scaling of the five-point and six-point amplitude, and we then discuss the consequences of coherence for classical radiative observables.

### 6.3.1 Classical limit of the five-point tree amplitude

We begin by computing the classical limit of the five-point tree amplitude, which was given previously in $[95,124]$ by an equivalent large mass expansion. An interesting alternative derivation can be made in supergravity theory by using the Kaluza-Klein compactification of amplitudes of massless particles in five dimensions, by taking advantage of a straightforward application of double copy [334].

The manifestly gauge invariant expression for $\mathcal{A}_{5}^{(0)}$ given in eq. (6.48) can easily be written in terms of the polarization tensor for the graviton through the identification

$$
\begin{equation*}
f^{\mu \nu}=p_{5}^{\mu} \varepsilon_{5}^{\nu}-p_{5}^{\nu} \varepsilon_{5}^{\mu}=\left[5\left|\gamma^{\mu} \gamma^{\nu}\right| 5\right] \stackrel{\hbar \rightarrow 0}{\sim} \hbar, \tag{6.57}
\end{equation*}
$$

and the following scalings also hold:

$$
\begin{array}{cl}
P_{13}, P_{24} \stackrel{\hbar \rightarrow 0}{\sim} \hbar, & K_{A}^{\mu}, K_{B}^{\nu} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{0}, \\
s_{51}-m_{A}^{2}=-2 p_{5} \cdot p_{1}, & s_{52}-m_{B}^{2}=-2 p_{5} \cdot p_{2} \stackrel{\hbar \rightarrow 0}{\sim} \stackrel{\hbar \rightarrow 0}{\sim} \hbar . \tag{6.58}
\end{array}
$$

Moreover, we can safely neglect the quantum shift in the masses $\tilde{m}_{j} \stackrel{\hbar \rightarrow 0}{=} m_{j}$. Using eq. (6.58), we can simply apply power counting to each of the terms in eq. (6.48). We deduce that, upon including the contribution from $\kappa$, the terms which contribute to leading behavior as $\hbar \rightarrow 0$ are

$$
\begin{align*}
& \mathcal{A}_{5}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{+}\right) \stackrel{\hbar \rightarrow 0}{\sim} \\
& \quad \frac{i \kappa^{3}}{64}\left(\left[\frac{\left[5\left|K_{A} K_{B}\right| 5\right]^{2}}{2 s_{13} s_{24}}-\frac{K_{A} \cdot K_{B}[5|42| 5]\left[5\left|K_{B}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]}{s_{13} s_{24}\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)}\right.\right. \\
& \quad-\frac{K_{A} \cdot K_{B}\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{B}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]^{2}}{8 s_{13}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)} \\
& \quad+\operatorname{Tr}\left(\not K_{A} \not K_{B} \not K_{A} \not K_{B}\right)\left(\frac{\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{B}\right| 5\right\rangle[5|13| 5][5|42| 5]}{8 s_{13} s_{24}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)}\right. \\
& \left.\left.\left.\quad-\frac{[5|42| 5]\left[5\left|K_{A}\right| 5\right\rangle\left[5\left|K_{A} K_{B}\right| 5\right]}{8 s_{13}\left(s_{51}-m_{A}^{2}\right)\left(s_{53}-m_{A}^{2}\right)\left(s_{52}-m_{B}^{2}\right)\left(s_{54}-m_{B}^{2}\right)}\right)\right]+\left[\left(1,3, K_{A}\right) \leftrightarrow\left(2,4, K_{B}\right)\right]\right) \tag{6.59}
\end{align*}
$$

We can make the following replacements in order to match the notation in [95] at leading order in the classical expansion ${ }^{8}$,

$$
\begin{aligned}
& p_{3} \stackrel{\hbar \rightarrow 0}{\sim}-m_{A} v_{A}, \\
& s_{13} \stackrel{\hbar \rightarrow 0}{\sim}-q_{1}^{2} \\
& {[5|13| 5] \stackrel{\hbar \rightarrow 0}{\sim} m_{A} f_{\mu \nu} v_{A}^{\mu} q_{1}^{\nu}} \\
& {\left[5\left|K_{A}\right| 5\right\rangle \stackrel{\hbar \rightarrow 0}{\sim}-4 m_{A} k \cdot v_{A}} \\
& \left(-s_{51}+m_{A}^{2}\right),\left(s_{53}-m_{A}^{2}\right) \stackrel{\hbar \rightarrow 0}{\sim} 2 m_{A} k \cdot v_{A}, \\
& {\left[5\left|K_{A} K_{B}\right| 5\right] \stackrel{\hbar \rightarrow 0}{\sim}-4 m_{A} m_{B} f_{\mu \nu} v_{A}^{\mu} v_{B}^{\nu}}
\end{aligned}
$$

$$
p_{4} \stackrel{\hbar \rightarrow 0}{\sim}-m_{B} v_{B}
$$

$$
s_{24} \stackrel{\hbar \rightarrow 0}{\sim}-q_{2}^{2}
$$

$$
[5|42| 5] \stackrel{\hbar \rightarrow 0}{\sim}-m_{B} f_{\mu \nu} v_{B}^{\mu} q_{2}^{\nu}
$$

$$
\left[5\left|K_{B}\right| 5\right\rangle \stackrel{\hbar \rightarrow 0}{\sim}-4 m_{B} k \cdot v_{B}
$$

$$
\left(-s_{52}+m_{B}^{2}\right),\left(s_{54}-m_{B}^{2}\right) \stackrel{\hbar \rightarrow 0}{\sim} 2 m_{B} k \cdot v_{B}
$$

$$
\begin{equation*}
K_{A} \cdot K_{B} \stackrel{\hbar \rightarrow 0}{\sim} 4 m_{A} m_{B} v_{A} \cdot v_{B} \tag{6.60}
\end{equation*}
$$

This implies that the leading order behaviour of the five-point tree amplitude is of order $\hbar^{-7 / 2}$. As we will see later, this will imply that the amplitude contributes to the total classical energy emitted in gravitational waves. In particular, we get

$$
\begin{align*}
& \left.\mathcal{A}_{5}^{(0)}\left(m_{A} v_{A}, m_{B} v_{B}, \hbar q_{1}-m_{A} v_{A}, \hbar q_{2}-m_{B} v_{B}, \hbar k\right)\right|_{\hbar^{-\frac{7}{2}}} \\
& =\frac{i \kappa^{3}}{4} \frac{m_{A}^{2} m_{B}^{2} f_{\mu \nu} f_{\rho \sigma}}{q_{1}^{2} q_{2}^{2}}\left[v_{A} \cdot v_{B}\left(\frac{q_{1}^{\mu} v_{A}^{\nu}}{k \cdot v_{A}}-\frac{q_{2}^{\mu} v_{B}^{\nu}}{k \cdot v_{B}}\right) v_{A}^{\rho} v_{B}^{\sigma}+\frac{\left(q_{1}^{2}+q_{2}^{2}\right) v_{A} \cdot v_{B} v_{A}^{\mu} v_{B}^{\nu} v_{A}^{\rho} v_{B}^{\sigma}}{2 k \cdot v_{A} k \cdot v_{B}}\right. \\
& \left.+v_{A}^{\mu} v_{B}^{\nu} v_{A}^{\rho} v_{B}^{\sigma}+\operatorname{Tr}\left(\psi_{A} \psi_{B} \psi_{A} \psi_{B}\right)\left(-\frac{v_{A}^{\mu} q_{1}^{\nu} v_{B}^{\rho} q_{2}^{\sigma}}{4 k \cdot v_{A} k \cdot v_{B}}-\frac{q_{2}^{2} v_{A}^{\mu} v_{B}^{\nu} v_{B}^{\rho} q_{2}^{\sigma}}{8 k \cdot v_{A}\left(k \cdot v_{B}\right)^{2}}-\frac{q_{1}^{2} v_{B}^{\mu} v_{A}^{\nu} v_{A}^{\rho} q_{1}^{\sigma}}{8 k \cdot v_{B}\left(k \cdot v_{A}\right)^{2}}\right)\right], \tag{6.61}
\end{align*}
$$

[^47]where $f_{\mu \nu} f_{\rho \sigma}$ is proportional to the linearized Riemann tensor and can be expressed in terms of the polarization tensor $\varepsilon_{\mu \nu}$
\[

$$
\begin{align*}
f_{\mu \nu} f_{\rho \sigma} & =2 R_{\mu \nu \rho \sigma}=k_{\mu} k_{\rho} \varepsilon_{\nu \sigma}+k_{\nu} k_{\sigma} \varepsilon_{\mu \rho}-k_{\mu} k_{\sigma} \varepsilon_{\nu \rho}-k_{\nu} k_{\rho} \varepsilon_{\mu \sigma} \\
& =\varepsilon^{\alpha \beta}\left(k_{\mu} k_{\rho} \eta_{\nu \alpha} \eta_{\sigma \beta}+k_{\nu} k_{\sigma} \eta_{\mu \alpha} \eta_{\rho \beta}-k_{\mu} k_{\sigma} \eta_{\nu \alpha} \eta_{\rho \beta}-k_{\nu} k_{\rho} \eta_{\mu \alpha} \eta_{\sigma \beta}\right) \tag{6.62}
\end{align*}
$$
\]

Upon substituting the relation

$$
\begin{equation*}
\operatorname{Tr}\left(\psi_{A} \psi_{B} \psi_{A} \psi_{B}\right)=8\left(v_{A} \cdot v_{B}\right)^{2}-4 \tag{6.63}
\end{equation*}
$$

the amplitude can thus be expressed

$$
\begin{align*}
& \left.\mathcal{A}_{5}^{(0)}\left(m_{A} v_{A}, m_{B} v_{B}, \hbar q_{1}-m_{A} v_{A}, \hbar q_{2}-m_{B} v_{B}, \hbar k\right)\right|_{\hbar^{-\frac{7}{2}}} \\
& \quad=\frac{i \kappa^{3}}{4} \frac{m_{A}^{2} m_{B}^{2} \varepsilon_{\mu \nu}}{q_{1}^{2} q_{2}^{2}}\left[\left(k \cdot v_{A}\right)^{2} v_{B}^{\mu} v_{B}^{\nu}+\left(k \cdot v_{B}\right)^{2} v_{A}^{\mu} v_{A}^{\nu}-2 k \cdot v_{A} k \cdot v_{B} v_{A}^{\mu} v_{B}^{\nu}\right. \\
& \quad+v_{A} \cdot v_{B}\left(\frac{\left(k \cdot v_{A}\right)^{2} q_{2}^{2} v_{B}^{\mu} v_{B}^{\nu}+\left(k \cdot v_{B}\right)^{2} q_{1}^{2} v_{A}^{\mu} v_{A}^{\nu}}{2 k \cdot v_{A} k \cdot v_{B}}+k \cdot v_{A} q_{2}^{\mu} v_{B}^{\nu}+k \cdot v_{B} q_{1}^{\mu} v_{A}^{\nu}-\left(q_{1}^{2}+q_{2}^{2}\right) v_{A}^{\mu} v_{B}^{\nu}\right) \\
& \quad+\left(2\left(v_{A} \cdot v_{B}\right)^{2}-1\right)\left(\frac{\left(q_{1}^{2} k \cdot v_{B} v_{A}^{\mu}-q_{2}^{2} k \cdot v_{A} v_{B}^{\mu}\right)\left(q_{1}^{\nu}-q_{2}^{\nu}\right)}{2 k \cdot v_{B} k \cdot v_{A}}-q_{1}^{\mu} q_{2}^{\nu}+\right. \\
& \left.\left.\quad+\frac{\left(q_{1}^{2}-q_{2}^{2}\right)^{2}\left(\left(k \cdot v_{A}\right)^{2} q_{2}^{2} v_{B}^{\mu} v_{B}^{\nu}+\left(k \cdot v_{B}\right)^{2} q_{1}^{2} v_{A}^{\mu} v_{A}^{\nu}\right)}{4\left(k \cdot v_{A}\right)^{2}\left(k \cdot v_{B}\right)^{2}}-\frac{\left(q_{1}^{2}-q_{2}^{2}\right)^{2} v_{A}^{\mu} v_{B}^{\nu}}{4 k \cdot v_{A} k \cdot v_{B}}\right)\right], \tag{6.64}
\end{align*}
$$

which matches the result in [95] analytically.

### 6.3.2 Classical limit of the six-point tree amplitude

To compute the leading terms of the classical expansion of $\mathcal{A}_{6}^{(0)}$, we directly extract the $\hbar$ scaling of the BCFW residues in eq. (6.50) and eq. (6.52). In the following, we will use explicitly the rules extracted in eq. (6.53), eq. (6.56) and eq. (6.58). First we consider the terms which originate from the factorizations of the general type in eq. (6.50),

$$
\begin{equation*}
\left.\mathcal{A}_{6}^{(0)}\right|_{5 I_{1}}=\mathcal{A}_{3}^{(0)}\left(\mathbf{I}_{\mathbf{1}}, \hat{\mathbf{P}}^{\mathbf{I}_{\mathbf{1}}}, \hat{5}^{ \pm}\right) \frac{i}{s_{5 I_{1}}-m_{I}^{2}} \mathcal{A}_{5}^{(0)}\left(-\hat{\mathbf{P}}^{\mathbf{I}_{\mathbf{1}}}, \mathbf{J}_{1}, \mathbf{I}_{2}, \mathbf{J}_{2}, \hat{6}^{+}\right) \tag{6.65}
\end{equation*}
$$

For the scaling of the three-point amplitude $\mathcal{A}_{3}^{(0)}\left(\mathbf{I}_{\mathbf{1}}, \hat{\mathbf{P}}_{I}, \hat{5}^{ \pm}\right)$, we first note that a shift in momenta does not modify the $\hbar$ scaling,

$$
\begin{equation*}
\hat{p}_{5}=p_{5}+z_{5 I_{1}}|5\rangle\left[6 \mid \rightarrow \hbar \hat{\bar{p}}_{5}\right. \tag{6.66}
\end{equation*}
$$

which can be seen from the fact that $z_{5 I_{1}}$ takes the form

$$
\begin{equation*}
z_{5 I_{1}}|5\rangle\left[6\left|=\frac{2 p_{5} \cdot p_{I_{1}}}{\left[6\left|I_{1}\right| 5\right\rangle}\right| 5\right\rangle[6 \mid \tag{6.67}
\end{equation*}
$$

so that it scales in the same way as $p_{5}$. We can thus rearrange the amplitude to extract the scaling:

$$
\begin{align*}
\mathcal{A}_{3}^{(0)}\left(\hat{\mathbf{I}}_{1}, \hat{\mathbf{P}}^{\mathbf{I}_{\mathbf{1}}}, \hat{5}^{+}\right) & =i \kappa \frac{\left[\hat{5}\left|\hat{P}_{I}\right| \chi\right\rangle^{2}}{\langle 5 \chi\rangle^{2}} \\
& =i \kappa \frac{\left[\hat{5}\left|\hat{P}_{I} \chi\right| \hat{5}^{2}\right.}{\left(2 p_{5} \cdot p_{\chi}\right)^{2}} \\
& =i \kappa \frac{1}{\left(2 p_{5} \cdot p_{\chi}\right)^{2}} \hat{f}_{5}^{\mu \nu} \hat{f}_{5}^{\rho \sigma} \hat{P}_{\mu} P_{\rho}\left(p_{\chi}\right)_{\nu}\left(p_{\chi}\right)_{\sigma} \\
& \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-\frac{1}{2}}, \tag{6.68}
\end{align*}
$$

where $\hat{f}_{5} \equiv f$ as defined in eq. (6.57), but in terms of shifted momenta and polarization vectors. The shifted five-point amplitude inherits the $\hbar$ scaling of eq. (6.61),

$$
\begin{equation*}
\mathcal{A}_{5}^{(0)}\left(-\hat{\mathbf{P}}^{\mathbf{I}_{1}}, \mathbf{J}_{1}, \mathbf{I}_{2}, \mathbf{J}_{2}, \hat{\sigma}^{+}\right) \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-\frac{7}{2}} . \tag{6.69}
\end{equation*}
$$

Thus upon including the contribution from the pole, each term of the form in eq. (6.65) has the leading scaling behavior

$$
\begin{equation*}
\left.\mathcal{A}_{6}^{(0)}\right|_{6 I_{1}} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-5} . \tag{6.70}
\end{equation*}
$$

We now show how taking only the leading-classical term trivializes the kinematics. Using eq. (6.66) we have

$$
\begin{equation*}
\hat{P}^{I_{1}}=-p_{I_{1}}-\hat{p}_{5}=-p_{I_{1}}+\mathcal{O}(\hbar), \tag{6.71}
\end{equation*}
$$

and we can make the statement

$$
\begin{equation*}
\left.\mathcal{A}_{5}^{(0)}\left(-\hat{\mathbf{P}}^{\mathbf{I}_{1}}, \mathbf{J}_{1}, \mathbf{I}_{2}, \mathbf{J}_{2}, \hat{6}^{+}\right)\right|_{\hbar^{-\frac{7}{2}}}=\left.\mathcal{A}_{5}^{(0)}\left(\mathbf{I}_{1}, \mathbf{J}_{1}, \mathbf{I}_{2}, \mathbf{J}_{2}, \hat{6}^{+}\right)\right|_{\hbar^{-\frac{7}{2}}} \tag{6.72}
\end{equation*}
$$

This is not the only simplification in the leading classical limit. We also observe that from $p_{I_{1}}=-p_{I_{2}}+\mathcal{O}(\hbar)$ we have

$$
\begin{equation*}
z_{I_{1} 5}=\frac{\left[5\left|I_{1}\right| 5\right\rangle}{\left[6\left|I_{1}\right| 5\right\rangle}=\frac{\left[5\left|I_{2}\right| 5\right\rangle}{\left[6\left|I_{2}\right| 5\right\rangle}+\mathcal{O}(\hbar) . \tag{6.73}
\end{equation*}
$$

Thus both the $\mathcal{A}_{3}^{(0)}$ and $\mathcal{A}_{5}^{(0)}$ factors in eq. (6.65) are invariant under the $I_{1} \leftrightarrow I_{2}$ permutation. On the other hand the pole factor

$$
\begin{equation*}
\frac{1}{s_{I_{1} 5}-m_{I}^{2}}=\frac{1}{\left[5\left|I_{1}\right| 5\right\rangle}=-\frac{1}{\left[5\left|I_{2}\right| 5\right\rangle} \tag{6.74}
\end{equation*}
$$

has the opposite sign under the $I_{1} \leftrightarrow I_{2}$ switch, so these contributions cancel pairwise, giving

$$
\begin{equation*}
\left.\mathcal{A}_{6}^{(0)}\right|_{5 I_{1}}+\left.\mathcal{A}_{6}^{(0)}\right|_{5 I_{2}} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-4} . \tag{6.75}
\end{equation*}
$$

An identical argument for the terms of type in eq. (6.51) also gives

$$
\begin{equation*}
\left.\mathcal{A}_{6}^{(0)}\right|_{6 I_{1}}+\left.\mathcal{A}_{6}^{(0)}\right|_{6 I_{2}} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-4} . \tag{6.76}
\end{equation*}
$$

So the permutation invariance naturally leads to a drop in inverse- $\hbar$ scaling.

Finally, describing the scaling of terms of the type in eq. (6.52),

$$
\begin{equation*}
\left.\mathcal{A}_{6}^{(0)}\right|_{I_{1} I_{2} 5}=\sum_{h=\sigma} \mathcal{A}_{4}^{(0)}\left(\mathbf{I}_{\mathbf{1}}, \mathbf{I}_{2}, \hat{5}^{ \pm}, \hat{P}^{\sigma}\right) \frac{i}{s_{I_{1} I_{2} 5}} \mathcal{A}_{4}^{(0)}\left(\mathbf{J}_{\mathbf{1}}, \mathbf{J}_{\mathbf{2}}, \hat{6}^{+},-\hat{P}^{-\sigma}\right), \tag{6.77}
\end{equation*}
$$

requires the scaling from the four-point single-flavor amplitude. From $\hbar$ counting we find

$$
\begin{equation*}
\mathcal{A}_{4}^{(0)}\left(\mathbf{I}_{1}, \mathbf{I}_{2}, \hat{P}^{ \pm}, \hat{5}^{+}\right) \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-1} . \tag{6.78}
\end{equation*}
$$

And as the massless poles contributes $\hbar^{-2}$, the massless factorizations manifestly scale as

$$
\begin{equation*}
\left.\mathcal{A}_{6}^{(0)}\right|_{I_{1} I_{2} 5} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-4} . \tag{6.79}
\end{equation*}
$$

Thus we conclude that

$$
\begin{equation*}
\mathcal{A}_{6}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{ \pm}, 6^{+}\right) \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-4} . \tag{6.80}
\end{equation*}
$$

We expect similar arguments to hold at higher points, which would imply that the general scaling of the $(n+4)$-point amplitude is

$$
\begin{equation*}
\mathcal{A}_{4+n}^{(0)} \stackrel{\hbar \rightarrow 0}{\sim} \hbar^{-3-\frac{n}{2}} . \tag{6.81}
\end{equation*}
$$

### 6.3.3 Coherence of the final radiative state

Using the classical scaling discussed in eq.(6.53) and eq.(6.56), we can rewrite the graviton emission probability in our problem as

$$
\begin{align*}
& P_{n}^{\lambda}= \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm}\left\langle\left\langle\hbar^{4+2 n} \int_{\bar{\lambda}} \prod_{i=1}^{n} d \Phi\left(\bar{k}_{i}\right) \int \frac{d^{4} \bar{q}}{(2 \pi)^{4}} \delta\left(2 p_{A} \cdot \bar{q}\right) \delta\left(2 p_{B} \cdot \bar{q}\right) \Theta\left(p_{A}^{0}+\hbar \frac{\bar{q}^{0}}{2}\right) \Theta\left(p_{B}^{0}-\hbar \frac{\bar{q}^{0}}{2}\right)\right.\right. \\
& \times \int d^{4} \bar{w}_{1} d^{4} \bar{w}_{2} e^{-i b \cdot \bar{q}} \delta \delta^{(4)}\left(\bar{w}_{1}+\bar{w}_{2}+\sum_{i=1}^{n} \bar{k}_{i}\right) \Theta\left(p_{A}^{0}+\hbar \bar{w}_{1}^{0}-\hbar \frac{\bar{q}^{0}}{2}\right) \Theta\left(p_{B}^{0}+\hbar \bar{w}_{2}^{0}+\hbar \frac{\bar{q}^{0}}{2}\right) \\
& \times \delta\left(2 p_{A} \cdot \bar{w}_{1}+\hbar \bar{w}_{1}^{2}-\hbar \bar{q} \cdot \bar{w}_{1}\right) \delta\left(2 p_{B} \cdot \bar{w}_{2}+\hbar \bar{w}_{2}^{2}+\hbar \bar{q} \cdot \bar{w}_{2}\right) \\
& \times \mathcal{A}_{n+4}\left(p_{A}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \frac{\bar{q}}{2} \rightarrow p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \ldots, \hbar \bar{k}_{n}^{\sigma_{n}}\right) \\
&\left.\left.\times \mathcal{A}_{n+4}^{*}\left(p_{A}+\hbar \frac{\bar{q}}{2}, p_{B}-\hbar \frac{\bar{q}}{2} \rightarrow p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \ldots, \hbar \bar{k}_{n}^{\sigma_{n}}\right)\right\rangle\right\rangle . \tag{6.82}
\end{align*}
$$

The leading order contribution in the classically relevant region is

$$
\begin{align*}
& P_{n}^{\lambda}= \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm}\left\langle\left\langle\hbar^{4+2 n} \int_{\bar{\lambda}} \prod_{i=1}^{n} d \Phi\left(\bar{k}_{i}\right) \int \frac{d^{4} \bar{q}}{(2 \pi)^{4}} \delta\left(2 p_{A} \cdot \bar{q}\right) \delta\left(2 p_{B} \cdot \bar{q}\right) \Theta\left(p_{A}^{0}\right) \Theta\left(p_{B}^{0}\right)\right.\right. \\
& \times \int d^{4} \bar{w}_{1} d^{4} \bar{w}_{2} e^{-i b \cdot \bar{q}} \delta^{(4)}\left(\bar{w}_{1}+\bar{w}_{2}+\sum_{i=1}^{n} \bar{k}_{i}\right) \delta\left(2 p_{A} \cdot \bar{w}_{1}\right) \delta\left(2 p_{B} \cdot \bar{w}_{2}\right) \\
& \times \mathcal{A}_{n+4}\left(p_{A}-\hbar \frac{\bar{q}}{2}, p_{B}+\overline{\bar{q}} \frac{\bar{q}}{2} \rightarrow p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \ldots, \hbar \bar{k}_{n}^{\sigma_{n}}\right) \\
&\left.\left.\times \mathcal{A}_{n+4}^{*}\left(p_{A}+\hbar \frac{\bar{q}}{2}, p_{B}-\hbar \frac{\bar{q}}{2} \rightarrow p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \ldots, \hbar \bar{k}_{n}^{\sigma_{n}}\right)\right\rangle\right\rangle . \tag{6.83}
\end{align*}
$$

It is the scaling of the energy of the emitted radiation that determines if the amplitude contribution is classical or quantum, and in the following we take this as a guiding principle. The expectation value of the energy operator is given by the same unitarity cuts appearing in the mean of the graviton particle distribution, but weighted in the phase space integration by an energy factor $E_{j}:=\hbar \omega_{j}$ for each of the emitted gravitons. The scaling in the classical limit has to be such that the total energy carried by the emitted gravitons, i.e. by the classical gravitational wave,

$$
\begin{align*}
E^{\mathrm{cl}}= & \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\sigma_{1}, \ldots, \sigma_{n}= \pm}\left\langle\left\langle\hbar^{5+2 n} \int \prod_{i=1}^{n} d \Phi\left(\bar{k}_{i}\right) \int \frac{d^{4} \bar{q}}{(2 \pi)^{4}} \delta\left(2 p_{A} \cdot \bar{q}\right) \delta\left(2 p_{B} \cdot \bar{q}\right)\right.\right. \\
\times & \times d^{4} \bar{w}_{1} d^{4} \bar{w}_{2} e^{-i b \cdot \bar{q}} \delta(4)\left(\bar{w}_{1}+\bar{w}_{2}+\sum_{i=1}^{n} \bar{k}_{i}\right) \delta\left(2 p_{A} \cdot \bar{w}_{1}\right) \delta\left(2 p_{B} \cdot \bar{w}_{2}\right)\left(\sum_{j=1}^{n} \omega_{j}\right) \\
& \times \mathcal{A}_{n+4}\left(p_{A}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \frac{\bar{q}}{2} \rightarrow p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \ldots, \hbar \bar{k}_{n}^{\sigma_{n}}\right) \\
& \left.\left.\times \mathcal{A}_{n+4}^{*}\left(p_{A}+\hbar \frac{\bar{q}}{2}, p_{B}-\hbar \frac{\bar{q}}{2} \rightarrow p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \ldots, \hbar \bar{k}_{n}^{\sigma_{n}}\right)\right\rangle\right\rangle \tag{6.84}
\end{align*}
$$

is finite in the classical limit. While each separate probability of the emission of $n$ gravitons in eq. (6.83) is infrared divergent when $\lambda \rightarrow 0$, in this paper we are interested only in the deviation from a Poissonian distribution in the $\hbar \rightarrow 0$ limit,

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}=\lim _{\hbar \rightarrow 0} \hbar\left(\Sigma_{\text {out }}^{\lambda}-\mu_{\text {out }}^{\lambda}\right) \tag{6.85}
\end{equation*}
$$

As we have shown in section 5.4, this is an infrared-safe quantity. A naive power counting in $\hbar$ from Feynman diagrams for the five-point and six-point tree gives a series expansion starting with the following types of terms,

$$
\begin{align*}
& \mathcal{A}_{5}^{(0)}\left(p_{A}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \frac{\bar{q}}{2}, p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}\right) \\
& \\
& =\frac{C_{1}^{\mathcal{A}_{5}^{(0)}}}{\hbar^{\frac{9}{2}}}+\frac{C_{2}^{\mathcal{A}_{5}^{(0)}}}{\hbar^{\frac{7}{2}}}+\mathcal{O}\left(\frac{1}{\hbar^{\frac{7}{2}}}\right), \\
& \begin{aligned}
\mathcal{A}_{6}^{(0)}\left(p_{A}-\hbar \frac{\bar{q}}{2}, p_{B}+\hbar \frac{\bar{q}}{2}, p_{A}+\hbar \bar{w}_{1}-\hbar \frac{\bar{q}}{2}, p_{B}\right. & \left.+\hbar \bar{w}_{2}+\hbar \frac{\bar{q}}{2}, \hbar \bar{k}_{1}^{\sigma_{1}}, \hbar \bar{k}_{2}^{\sigma_{2}}\right) \\
& =\frac{C_{1}^{\mathcal{A}_{6}^{(0)}}}{\hbar^{6}}+\frac{C_{2}^{\mathcal{A}_{6}^{(0)}}}{\hbar^{5}}+\frac{C_{3}^{\mathcal{A}_{6}^{(0)}}}{\hbar^{4}}+\mathcal{O}\left(\frac{1}{\hbar^{4}}\right),
\end{aligned} \tag{6.86}
\end{align*}
$$

but as we have seen in the preceding subsections, it turns out that some of the lowerorder terms are zero,

$$
\begin{align*}
& C_{1}^{\mathcal{A}_{5}^{(0)}}=0, \quad C_{2}^{\mathcal{A}_{5}^{(0)}} \neq 0, \\
& C_{1}^{\mathcal{A}_{6}^{(0)}}=C_{2}^{\mathcal{A}_{6}^{(0)}}=0, \quad C_{3}^{\mathcal{A}_{6}^{(0)}} \neq 0 . \tag{6.87}
\end{align*}
$$

The cancellation of the leading term in the $\hbar$ expansion was shown already in [95] for $\mathcal{A}_{5}^{(0)}$, but the new result here is the double cancellation of two leading terms in the $\hbar$
expansion for $\mathcal{A}_{6} .{ }^{9}$ This has physical consequences, as we have seen: we find that

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar P_{1}^{(0,0)} \sim \hbar^{0}, \quad \lim _{\hbar \rightarrow 0} \hbar P_{2}^{(0,0)}=0 \tag{6.88}
\end{equation*}
$$

where for simplicity we have kept the powers of $\hbar$ coming from the coupling in eq. (6.56) implicit inside the probabilities. ${ }^{10}$ This will be assumed for all the rest of our arguments in this section.

Therefore, while the 5 -point tree-level amplitude gives a classical contribution to classical radiative observables, the 6 -point tree-level amplitude gives a "quantum" contribution

$$
\begin{equation*}
\left.\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}\right|_{\mathcal{O}\left(G^{4}\right)}=0, \tag{6.89}
\end{equation*}
$$

which proves that we can describe the final semiclassical radiation state as a coherent state at least up to order $\mathcal{O}\left(G^{4}\right)$ for classical radiative observables.

### 6.3.4 Classical relations for unitarity cuts from all-order coherence

Assuming coherence to all orders in perturbation theory implies a set of (integral) relations between loop and tree amplitudes with emission of gravitons.

For example, we expect that unitarity cuts involving tree-level amplitudes with two or more gravitons emitted, and their conjugates, would give vanishing contributions in the classical limit. The reason is that having a coherent state as an exact final semiclassical state for the radiation would imply that all the gravitons emitted are uncorrelated. Indeed, our conjectural classical scaling for tree-level amplitudes in eq. (6.81),

$$
\begin{equation*}
\mathcal{A}_{n+4}^{(0)}\left(\phi_{A} \phi_{B} \rightarrow \phi_{A} \phi_{B} h_{1} h_{2} \ldots . . h_{n}\right) \sim \hbar^{-3-\frac{n}{2}}, \tag{6.90}
\end{equation*}
$$

would imply that

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar P_{n}^{(0,0)}=0 \quad \text { for } n \geq 2 \tag{6.91}
\end{equation*}
$$

This follows directly from our main result in eq. (5.104). While the expansion of $\Gamma_{\text {out }}^{(n), \lambda}$ starts at order $G^{2+n}$, the lowest order contribution to $\left(\mu_{\text {out }}^{\lambda}\right)^{n}$ is of order $G^{2 n+n}$ : clearly then for $n \geq 2$ the eq. (6.91) must hold, as a simple consequence of coherence.

In order to make definite statements about the probabilities at higher orders, we need to combine them at a given loop order, so let us define

$$
\begin{equation*}
P_{n}^{(L)}:=\sum_{j=0}^{L} P_{n}^{(j, L-j)} . \tag{6.92}
\end{equation*}
$$

[^48]We have decided to avoid this cumbersome notation here.

Once we feed eq. (6.92) and eq. (6.91) into the constraints given by considering the factorial moments

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}^{(j)}=0 \quad \text { for } j \geq 2 \tag{6.93}
\end{equation*}
$$

we can conclude that

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar P_{n}^{(L)}=\lim _{\hbar \rightarrow 0} \hbar\left(\sum_{j=0}^{L} P_{n}^{(j, L-j)}\right)=0, \quad \text { for } n \geq L+2 \tag{6.94}
\end{equation*}
$$

This is the loop-level generalization of eq. (6.91), which is essentially saying that coherence implies that classically we can only have, at a given loop order $L_{1}+L_{2}$, contributions from product of amplitudes with $n<L_{1}+L_{2}+2$ external gravitons.

We would like to make further progress in understanding exactly which amplitudes are relevant in the classical limit, and in particular this requires to go beyond eq. (6.91) and eq. (6.94). If we consider the expansion of $\Delta_{\text {out }}^{(m)}$ with $m=2,3,4$ that we found in eq. (5.96), eq. (5.105) and eq. (5.106),

$$
\begin{align*}
\Delta_{\text {out }}^{(2)} & =2 G^{4} P_{2}^{(0,0)}+6 G^{5} P_{3}^{(0,0)}+12 G^{6} P_{4}^{(0,0)}+20 G^{7} P_{5}^{(0,0)} \\
& +G^{5}\left(2 P_{2}^{(1,0)}+2 P_{2}^{(0,1)}\right)+G^{6}\left(2 P_{2}^{(2,0)}+2 P_{2}^{(0,2)}+6 P_{3}^{(1,0)}+6 P_{3}^{(0,1)}\right) \\
& +G^{7}\left(2 P_{2}^{(3,0)}+2 P_{2}^{(0,3)}+6 P_{3}^{(2,0)}+6 P_{3}^{(0,2)}+6 P_{3}^{(1,1)}+12 P_{4}^{(1,0)}+12 P_{4}^{(0,1)}-4 P_{1}^{(0,0)} P_{2}^{(0,0)}\right) \\
& +\left[G^{6}\left(2 P_{2}^{(1,1)}-\left(P_{1}^{(0,0)}\right)^{2}\right)+G^{7}\left(2 P_{2}^{(1,2)}+2 P_{2}^{(2,1)}-2 P_{1}^{(0,1)} P_{1}^{(0,0)}-2 P_{1}^{(1,0)} P_{1}^{(0,0)}\right)\right], \\
\Delta_{\text {out }}^{(3)} & =6 G^{5} P_{3}^{(0,0)}+24 G^{6} P_{4}^{(0,0)}+60 G^{7} P_{5}^{(0,0)} \\
& +G^{6}\left(6 P_{3}^{(1,0)}+6 P_{3}^{(0,1)}\right)+G^{7}\left(6 P_{3}^{(0,2)}+6 P_{3}^{(2,0)}+6 P_{3}^{(1,1)}+24 P_{4}^{(1,0)}+24 P_{4}^{(0,1)}\right), \\
\Delta_{\text {out }}^{(4)} & =24 G^{6} P_{4}^{(0,0)}+120 G^{7} P_{5}^{(0,0)} \\
& +G^{7}\left(24 P_{4}^{(1,0)}+24 P_{4}^{(0,1)}\right), \tag{6.95}
\end{align*}
$$

we get, after imposing all the constraints in eq. (6.91) and eq. (6.94) in the expansion in the coupling,

$$
\begin{aligned}
\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}^{(2)} & =\lim _{\hbar \rightarrow 0} \hbar\left(G^{6}\left(2 P_{2}^{(2,0)}+2 P_{2}^{(0,2)}\right)\right) \\
& +\lim _{\hbar \rightarrow 0} \hbar\left(G^{7}\left(2 P_{2}^{(3,0)}+2 P_{2}^{(0,3)}+6 P_{3}^{(2,0)}+6 P_{3}^{(0,2)}+6 P_{3}^{(1,1)}\right)\right. \\
& +\lim _{\hbar \rightarrow 0} \hbar\left[G^{6}\left(2 P_{2}^{(1,1)}-\left(P_{1}^{(0,0)}\right)^{2}\right)+G^{7}\left(2 P_{2}^{(1,2)}+2 P_{2}^{(2,1)}-2 P_{1}^{(0,1)} P_{1}^{(0,0)}-2 P_{1}^{(1,0)} P_{1}^{(0,0)}\right)\right]
\end{aligned}
$$

$\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}^{(3)}=\lim _{\hbar \rightarrow 0} \hbar\left(G^{7}\left(6 P_{3}^{(0,2)}+6 P_{3}^{(2,0)}+6 P_{3}^{(1,1)}\right)\right)$,
$\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}^{(4)}=0$.
Assuming coherence, we can now impose

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}^{(3)}=\lim _{\hbar \rightarrow 0} \hbar\left(G^{7}\left(6 P_{3}^{(0,2)}+6 P_{3}^{(2,0)}+6 P_{3}^{(1,1)}\right)\right)=0 \tag{6.97}
\end{equation*}
$$

which implies for $\Delta_{\text {out }}^{(2)}$

$$
\begin{align*}
\lim _{\hbar \rightarrow 0} \hbar \Delta_{\text {out }}^{(2)} & =\lim _{\hbar \rightarrow 0} \hbar\left(G^{6}\left(2 P_{2}^{(2,0)}+2 P_{2}^{(0,2)}\right)+G^{7}\left(2 P_{2}^{(3,0)}+2 P_{2}^{(0,3)}\right)\right) \\
& +\lim _{\hbar \rightarrow 0} \hbar\left[G^{6}\left(2 P_{2}^{(1,1)}-\left(P_{1}^{(0,0)}\right)^{2}\right)+G^{7}\left(2 P_{2}^{(1,2)}+2 P_{2}^{(2,1)}-2 P_{1}^{(0,1)} P_{1}^{(0,0)}-2 P_{1}^{(1,0)} P_{1}^{(0,0)}\right)\right] \tag{6.98}
\end{align*}
$$

We see now that the contributions in the first line manifestly involve the six-point tree amplitude and six-point loop amplitudes. We expect, based also on the uncertainty principle [6], that these contributions must be irrelevant in the classical limit because the six-point tree amplitude does not contribute to the classical field. But we cannot prove this directly from the coherence property, so we therefore assume that this is the case. As a consequence, we conjecture that

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar\left(P_{2}^{(n, 0)}+P_{2}^{(0, n)}\right) \quad \text { for } n \geq 2 \tag{6.99}
\end{equation*}
$$

which is equivalent to saying that the leading classical term in the expansion of the $n$ loop six-point amplitudes with $n \geq 2$ will not conspire with the quantum $\hbar$ scaling of the six-point tree amplitude to give a classical contribution. It would be nice to have a direct check of eq. (6.99) and its higher order generalizations. A first consequence of eq. (6.97) and eq. (6.99) is

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0} \hbar P_{3}^{(1,1)}=0 \tag{6.100}
\end{equation*}
$$

which is equivalent to the statement that the seven-point one-loop amplitude is classically suppressed. More generally, from the equations eq. (6.98) and eq. (6.99) a very interesting set of relations follow directly,

$$
\begin{gather*}
\hbar P_{2}^{(1,1)} \stackrel{\hbar \rightarrow 0}{=} \frac{1}{2} \hbar\left(P_{1}^{(0,0)}\right)^{2} \\
\hbar\left(P_{2}^{(1,2)}+P_{2}^{(2,1)}\right)^{\hbar \rightarrow 0} \hbar\left(P_{1}^{(0,1)} P_{1}^{(0,0)}+P_{1}^{(1,0)} P_{1}^{(0,0)}\right) . \tag{6.101}
\end{gather*}
$$

Those relations have the common feature that they relate particular combinations of unitarity cuts involving more than one graviton emitted at higher loops to other unitarity cuts involving the 5 -point amplitude at a lower loop level. We have represented the simplest of these relations, involving the one-loop amplitude with two gravitons emitted and the tree-level amplitude $\mathcal{A}_{5}^{(0)}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}\right)$ in Fig. 6.9.


Figure 6.9: If the final graviton particle distribution is Poissonian, this implies non-trivial classical relations between cut contributions of classical amplitudes with more than one graviton emitted to the cuts of the 5 -point amplitude $\mathcal{A}_{5}\left(\mathbf{1}^{A}, \mathbf{2}^{B}, \mathbf{3}^{A}, \mathbf{4}^{B}, 5^{\sigma_{1}}\right)$.

The outcome of this section is that we have strong evidence that the fundamental data to describe the final semiclassical state are encoded in the 5 -point amplitude at all orders in the coupling constant, providing that eq. (6.99) and its higher order generalizations hold. All the higher-multiplicity amplitudes are either suppressed in the classical regime, or related to the 5 -point amplitude by a classical relation. This suggests, purely from the $S$-matrix perspective, that we can describe the radiation in the two-body problem entirely with a coherent state where the 5 -point amplitude $\mathcal{A}_{5}\left(\phi_{A} \phi_{B} \rightarrow \phi_{A} \phi_{B} h_{1}\right)$ plays an essential role, as suggested in [6].

## Chapter 7

## Eikonal with radiation and spin

We would like to understand the exact structure of the final semiclassical state, including classical radiation. Many recent insights, coming both from a pure worldine description [124, 275, 276, 282] and from a different parametrization of the kinematics in the classical limit $[122,138,139,335]$, suggest that we should expect an (eikonal) exponentiation at all orders in the impact parameter space. This is clear from the path integral point of view, since the saddle-point estimate gives an exponential with the classical action evaluated on the classical trajectory, up to possible boundary terms. The situation is less clear when we allow particle production. We got some insights on the problem in chapter 5 , where we showed that it is natural to describe the outgoing classical radiation with a single coherent state. Motivated by that, in this chapter we provide a new evidence in favor of a representation of the classical S-matrix for the two-body problem in terms of an eikonal phase and a coherent state of gravitons. Finally, we show how to extend the eikonal description to classically spinning particles.

### 7.1 Generalising the eikonal

We have now seen that the uncertainty, or the variance, in the measurement of a scattering observable can be computed in terms of amplitudes and, moreover, that the classical absence of uncertainty leads to an infinite set of relationships among fragments of amplitudes expanded in powers of momentum transfer, which is a Laurent series in $\hbar$. In a purely conservative limit, these relationships can be understood in terms of eikonal exponentiation. Our goal now is to review the eikonal formula, emphasising its connection to final state dynamics. We will then build on this eikonal state to incorporate radiative dynamics as a kind of coherent state so that the variance is naturally small.

### 7.1.1 Eikonal final state

Eikonal methods have long been used to extract classical physics from quantum mechanics. Recent years have seen a renewed surge of interest in this approach, especially in the context of gravitational scattering $[110,113,115,116,118,119,124,132,136$, $138,139,180,263,282,301,336-344]$, though this has roots in earlier work [345-347]. Originally born out of the study of high energy/Regge scattering [348-355] where the Feynman diagrammatics dramatically simplify, eikonal physics now have much wider application. The simplification in this regime allows diagrams, expressed in impact parameter space rather than momentum space, to be summed exactly to an exponential form. This exponential depends on the $2 \rightarrow 2$ scattering amplitude, and contains information about classical quantities such as the deflection angle. There are rich connections to soft/IR physics and Wilson lines [275-277, 280, 281, 356] which lead to a
formal proof of the exponentiation quite generally [275]. Nowadays the exponentiation is taken as a starting point and applied to various scattering regimes.

In this section our goal is to explain the link between eikonal methods and the KMOC approach. Firstly it is worth noting that the small $\hbar$ expansion in the KMOC formalism is essentially the same as the soft expansion in the eikonal literature; the $\hbar$ scaling counts the order of softness. The key connection is to compute the final state using the methods of KMOC instead of computing observables directly. We will see that this final, outgoing, state is controlled by the usual eikonal function. In this section we restrict to a purely conservative scattering scenario: then eikonal exponentiation is exact. We take two incoming particles and (since the scattering is conservative) assume that the outgoing state is also an element of the two-particle Hilbert space.

We begin with the standard definition of the eikonal as the transverse Fourier transform of the four-point amplitude

$$
\begin{equation*}
e^{i \chi(x ; s) / \hbar}(1+i \Delta(x ; s))-1=i \int \hat{\mathrm{~d}}^{4} q \delta\left(2 p_{1} \cdot q\right) \delta\left(2 p_{2} \cdot q\right) e^{-i q \cdot x / \hbar} \mathcal{A}_{4}\left(s, q^{2}\right), \tag{7.1}
\end{equation*}
$$

where $\chi(x ; s)$ is the eikonal function and $\Delta(x ; s)$ is the so-called quantum remainder which takes into account contributions that do not exponentiate (see for example [116]). This remainder is important for computing the eikonal function - but it will play no role in this thesis, so we will omit it. Meanwhile the two Dirac delta functions appearing in eq. (7.1) ensure that we integrate only over the components of $q$ transverse to the momenta. This is often just written instead as $\hat{d}^{D-2} q_{\perp}$ (times a Jacobian factor). Indeed, the parameter $x$ should be thought of as an element of the $D-2$ dimensional spatial slice perpendicular to $p_{1}$ and $p_{2}$ : this is most evident on the right-hand-side of the eq. (7.1), where the Dirac delta functions project away any components of $q$ in the (timelike) $p_{1}$ and $p_{2}$ directions. Consequently no components of $x$ in the space spanned by $p_{1}$ and $p_{2}$ enter the dot product $q \cdot x$.

The eikonal can be written as an expansion in powers of the generic coupling $g$

$$
\begin{equation*}
\chi(x ; s)=\sum_{n=0}^{\infty} \chi_{n}(x ; s) \quad, \quad \chi_{n}(x ; s) \sim g^{2 n}, \tag{7.2}
\end{equation*}
$$

and we will, as others have (see for example [110, 116, 138, 139, 340, 357]), assume that this holds to all orders. The structure has been formally proven at leading order, (see for example [275, 301]), however an all orders proof has not been given (to the best of our knowledge).

Starting with the in state in eq. (2.9) from chapter 2, we obtain the final state by acting with the $S$ matrix. Writing $S=1+i T$ and inserting a complete set of states, we have

$$
\begin{align*}
S\left|\psi_{\text {in }}\right\rangle & =\left|\psi_{\text {in }}\right\rangle+i \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right)\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle\left\langle p_{1}^{\prime} p_{2}^{\prime}\right| T\left|p_{1} p_{2}\right\rangle \\
& =\left|\psi_{\text {in }}\right\rangle+i \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right) \mathcal{A}_{4}\left(s, q^{2}\right) \delta^{(4)}\left(p_{1}+p_{2}-p_{1}^{\prime}-p_{2}^{\prime}\right)\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.3}
\end{align*}
$$

Notice that we made explicit use of our assumption of conservative scattering by restricting the complete set of states to the two-particle Hilbert space.


Figure 7.1: Momentum labelling at four points

With the momentum labelling in Fig. 7.1 we can convert the $p_{1}$ and $p_{2}$ phase space integrals to integrals over $q$. Doing so, we may write

$$
\begin{align*}
& S\left|\psi_{\text {in }}\right\rangle=\left|\psi_{\text {in }}\right\rangle \\
& \quad+i \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \hat{\mathrm{d}}^{4} q \delta\left(2 p_{1}^{\prime} \cdot q-q^{2}\right) \delta\left(2 p_{2}^{\prime} \cdot q+q^{2}\right) \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) \mathcal{A}_{4}\left(s, q^{2}\right)\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.4}
\end{align*}
$$

At this point, the $q$ integral is tantalising similar to the $q$ integral in the eikonal formula in eq. (7.1). However there is a key difference in the nature of the delta functions: those in eq. (7.4) involve $q^{2}$ terms which are absent in eq. (7.1). This issue appeared recently in refs. [122, 335]: there the authors proceeded using a "HEFT" phase, which is analogous to yet distinct from the eikonal phase. We will instead continue with the eikonal phase.

It may be worth remarking that the $q^{2}$ terms in these delta functions are suppressed in specific examples. One such example is the leading order impulse [166]. Nevertheless the impulse at NLO does indeed involve the full delta functions [166].

To incorporate the full delta functions, we follow the route described in [139]. We introduce new momentum variables $\tilde{p}$ as

$$
\begin{equation*}
\tilde{p}_{1}=p_{1}^{\prime}-\frac{q}{2} \quad \tilde{p}_{2}=p_{2}^{\prime}+\frac{q}{2} \tag{7.5}
\end{equation*}
$$

Now, rather than using the eikonal eq. (7.1) directly we can take advantage of its inverse Fourier transform in the following form ${ }^{1}$

$$
\begin{equation*}
i \delta\left(2 \tilde{p}_{1} \cdot q\right) \delta\left(2 \tilde{p}_{2} \cdot q\right) \mathcal{A}_{4}\left(s, q^{2}\right)=\frac{1}{\hbar^{4}} \int \mathrm{~d}^{4} x e^{i q \cdot x / \hbar}\left\{e^{i \chi\left(x_{\perp} ; s\right) / \hbar}-1\right\} \tag{7.6}
\end{equation*}
$$

where we have written $x_{\perp}$ as one of the arguments of the eikonal function $\chi\left(x_{\perp} ; s\right)$ to emphasise that $\chi\left(x_{\perp} ; s\right)$ only depends on components of $x$ which are orthogonal to the space spanned by $\tilde{p}_{1}$ and $\tilde{p}_{2}$. Indeed, integrating over the two components of $x$ which are in the space spanned by $\tilde{p}_{1}$ and $\tilde{p}_{2}$, one recovers the two Dirac delta functions on the left-hand-side of eq. (7.6). In this way, we find that the final state is

$$
\begin{equation*}
S\left|\psi_{\text {in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right)\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \frac{1}{\hbar^{4}} \int \mathrm{~d}^{4} q \mathrm{~d}^{4} x e^{i q \cdot x / \hbar} e^{i \chi\left(x_{\perp} ; s\right) / \hbar} \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) . \tag{7.7}
\end{equation*}
$$

It is worth emphasising once again that $x_{\perp}$ is perpendicular to $\tilde{p}_{i}$, rather than to $p_{i}$, so that

$$
\begin{equation*}
\tilde{p}_{1} \cdot x_{\perp}=0=\tilde{p}_{2} \cdot x_{\perp} . \tag{7.8}
\end{equation*}
$$

[^49]In particular, $x_{\perp}$ depends on $q$.

### 7.1.2 The impulse from the eikonal

In this subsection, we will recover one beautiful result from the literature on the eikonal function: the scattering angle can be extracted from the eikonal function using a stationary phase argument. As our interest is not so much in this conservative case but rather in its radiative generalisation (which we discuss below), we wish to emphasise that it is, in fact, possible to extract the full final momentum from the eikonal using stationary phase. Later, in section 7.1.4, we will use the same ideas to extract the final momentum in the case of radiation - with radiation, of course, knowledge of the direction of the final momentum is insufficient to recover the full momentum.

The impulse is the observable

$$
\begin{align*}
\Delta p_{1}^{\mu} & \equiv\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \mathbb{P}_{1}^{\mu} S\left|\psi_{\mathrm{in}}\right\rangle-\left\langle\psi_{\mathrm{in}}\right| \mathbb{P}_{1}^{\mu}\left|\psi_{\mathrm{in}}\right\rangle  \tag{7.9}\\
& =\left\langle\psi_{\mathrm{in}}\right| S^{\dagger}\left[\mathbb{P}_{1}^{\mu}, S\right]\left|\psi_{\mathrm{in}}\right\rangle
\end{align*}
$$

It is convenient to focus on

$$
\begin{equation*}
\left[\mathbb{P}_{1}^{\mu}, S\right]\left|\psi_{\text {in }}\right\rangle . \tag{7.10}
\end{equation*}
$$

As we shall see, in essence the operator $\left[\mathbb{P}_{1}^{\mu}, S\right]$ pulls out a factor of the momentum transfer multiplying $S\left|\psi_{\text {in }}\right\rangle$. We will evaluate $\left[\mathbb{P}_{1}^{\mu}, S\right]\left|\psi_{\text {in }}\right\rangle$ by stationary phase; it is then trivial to determine $\left\langle\psi_{\text {in }}\right| S^{\dagger}$ in the same way.

We begin our expression for the final-state wavepacket, eq. (7.7), quickly finding

$$
\begin{align*}
{\left[\mathbb{P}_{1}^{\mu}, S\right]\left|\psi_{\text {in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) e^{i b \cdot p_{1}^{\prime} / \hbar} } & \left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \frac{1}{\hbar^{4}} \int \mathrm{~d}^{4} q \mathrm{~d}^{4} x e^{i q \cdot x / \hbar} e^{-i b \cdot q / \hbar}  \tag{7.11}\\
& \times e^{i \chi\left(x_{\perp} ; s\right) / \hbar} \psi\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) q^{\mu}
\end{align*}
$$

To obtain formulae for the impulse, we apply the stationary phase approximation to the $x$ and $q$ integrals. (Our approach is very similar to that of Ciafaloni and Colferai [358] who previously discussed wavepacket dynamics, the eikonal, and stationary phase.)

The stationary phase condition for $x$ is $^{2}$

$$
\begin{equation*}
q_{\mu}=-\frac{\partial}{\partial x^{\mu}} \chi\left(x_{\perp}, s\right) . \tag{7.12}
\end{equation*}
$$

One thing to note immediately is that this $q^{\mu}$ is not of order $\hbar$ : it is a classical momentum, of order $g^{2}$. Further, it is useful to note that $\chi$ is actually a function of $x_{\perp}^{2}$ (since the four-point function is a function of $s$ and $q^{2}$.) Therefore we may write the momentum transfer as

$$
\begin{equation*}
q^{\mu}=-2 \chi^{\prime}\left(x_{\perp}^{2}, s\right) x_{\perp}^{\mu} \tag{7.13}
\end{equation*}
$$

where $\chi^{\prime}\left(x_{\perp}^{2}, s\right)$ is the derivative of $\chi$ with respect to its first argument. Since $\tilde{p}_{1} \cdot x_{\perp}=$ $0=\tilde{p}_{2} \cdot x_{\perp}$, it now follows that $\tilde{p}_{1} \cdot q=0=\tilde{p}_{2} \cdot q$ : thus the on-shell delta functions in

[^50]eq. (7.6) have reappeared, now as "equations of motion" following from the stationary phase conditions ${ }^{3}$.

The second stationary phase condition, associated with $q$, is

$$
\begin{equation*}
x^{\mu}-b^{\mu}+\frac{\partial}{\partial q_{\mu}} \chi\left(x_{\perp}^{2}, s\right)=0 . \tag{7.14}
\end{equation*}
$$

The $q$ derivative is non-vanishing because $x_{\perp}$ depends on $q$. It is often useful to introduce a particular notation for the variables $q$ and $x$ when they satisfy the stationary phase conditions: we will denote these by $q_{*}$ and $x_{*}$. Armed with this notation, we may use eq. (7.12) we may write eq. (7.14) as

$$
\begin{equation*}
x^{\mu}=b^{\mu}+q_{* \nu} \frac{\partial}{\partial q_{\mu}} x_{\perp}^{\nu} . \tag{7.15}
\end{equation*}
$$

Performing the derivative is straightforward, but requires some notation which we relegate to appendix E. The result may be expressed in the form

$$
\begin{equation*}
x_{* \perp}^{\mu}=b^{\mu}-\tilde{N}_{q}\left(p_{1}^{\mu}-p_{2}^{\mu}\right)-\tilde{N}_{0 q}\left(p_{1}^{\mu}+p_{2}^{\mu}\right), \tag{7.16}
\end{equation*}
$$

where $\tilde{N}_{q}$ and $\tilde{N}_{0 q}$ can be interpreted as Lagrange multipliers ensuring that $x_{\perp} \cdot \tilde{p}_{1}=$ $0=x_{\perp} \cdot \tilde{p}_{2}$.

Our result for $x_{* \perp}$ takes a familiar form in the CM frame. Then $x_{* \perp}^{0}=0$ and, using, $\boldsymbol{p}_{\boldsymbol{2}}=-\boldsymbol{p}_{\mathbf{1}}$, we have

$$
\begin{align*}
\boldsymbol{x}_{* \perp} & =\boldsymbol{b}-2 N_{q} \boldsymbol{p} \\
\Rightarrow \boldsymbol{b} \cdot \boldsymbol{x}_{* \perp} & =\boldsymbol{b}^{2} . \tag{7.17}
\end{align*}
$$

Denoting the scattering angle by $\Psi$, we may write this result ${ }^{4}$ as

$$
\begin{equation*}
|\boldsymbol{b}|=\left|\boldsymbol{x}_{* \perp}\right| \cos (\Psi / 2), \tag{7.18}
\end{equation*}
$$

where $\Psi$ is the scattering angle.


Figure 7.2: Geometry of eikonal scattering.

In this way, we have performed the integrals over $q$ and $x$. The result has been to evaluate the factor $q^{\mu}$ as a derivative of the eikonal function. To obtain the full expectation, we simply evaluate $\left\langle\psi_{\text {in }}\right| S^{\dagger}$ using stationary phase in precisely the same way: the only difference (apart from the obvious Hermitian conjugation) is the absence

[^51]of the $q^{\mu}$ factor. We then exploit unitarity to conclude that ${ }^{5}$
\[

$$
\begin{equation*}
\Delta p_{1}^{\mu}=q^{\mu}=-\partial^{\mu} \chi\left(x_{\perp}, s\right) \tag{7.19}
\end{equation*}
$$

\]

where all quantities are defined on using the solution of the stationary phase conditions.

Notice that we have determined the complete impulse four-vector, not just the scattering angle. The distinction between these quantities is obviously unimportant at the level of conservative dynamics, but it is important when radiation occurs. The key aspect of our argument which leads to the full impulse rather than the scattering angle is the presence of a perpendicular projector. To see how this works, let us discuss an explicit example: the impulse at next-to-leading order in gravitational fast scattering.

Focusing on the scattering between two massive bodies in general relativity, the eikonal phase at next-to-leading order in $G$ is

$$
\begin{equation*}
\chi=-2 G m_{A} m_{B}\left(\frac{\left(2 \gamma^{2}-1\right)}{\sqrt{\gamma^{2}-1}} \log \left|x_{\perp}\right|-\frac{3 \pi}{8} \frac{\left(5 \gamma^{2}-1\right)}{\sqrt{\gamma^{2}-1}} \frac{G\left(m_{A}+m_{B}\right)}{\left|x_{\perp}\right|}\right) \tag{7.20}
\end{equation*}
$$

where we have defined $\gamma=v_{A} \cdot v_{B}$ as the scalar product between the four-velocities of the particles. Using eq. (7.19) and straightforward differentiation, we obtain the following expression in terms of $x_{\perp}^{\mu}$,

$$
\begin{equation*}
\Delta p_{1}^{\mu}=\frac{2 G m_{A} m_{B} x_{\perp}^{\mu}}{\left|x_{\perp}^{2}\right|}\left(\frac{\left(2 \gamma^{2}-1\right)}{\sqrt{\gamma^{2}-1}}+\frac{3 \pi}{8} \frac{\left(5 \gamma^{2}-1\right)}{\sqrt{\gamma^{2}-1}} \frac{G\left(m_{A}+m_{B}\right)}{\left|x_{\perp}\right|}\right) \tag{7.21}
\end{equation*}
$$

where the four-velocities in $\gamma$ can now be identified with the incoming four-velocities of the particles due to the integrals over the wavepackets that took place to arrive at eq. (7.19). At this point, it is important to remember that $x_{\perp}^{\mu}$ is not quite $b^{\mu}$. It is trivial to show that $x_{\perp}^{\mu}$ coincides with $b^{\mu}$ at leading order in the gravitational coupling, but this is no longer the case at next-to-leading order; then instead

$$
\begin{equation*}
x_{\perp}^{\mu}=b^{\mu}-\frac{G\left(2 \gamma^{2}-1\right)}{\left(\gamma^{2}-1\right)^{3 / 2}}\left(v_{A}^{\mu}\left(m_{B}+\gamma m_{A}\right)-v_{B}^{\mu}\left(m_{A}+\gamma m_{B}\right)\right) \tag{7.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|x_{\perp}^{2}\right|=\left|b^{2}\right| \tag{7.23}
\end{equation*}
$$

We can now express the impulse in terms of the impact parameter $b^{\mu}$. At the order we are interested in we find,

$$
\begin{gather*}
\Delta p_{1}^{\mu}=\frac{2 G m_{A} m_{B} b^{\mu}}{\left|b^{2}\right|}\left(\frac{\left(2 \gamma^{2}-1\right)}{\sqrt{\gamma^{2}-1}}+\frac{3 \pi}{8} \frac{\left(5 \gamma^{2}-1\right)}{\sqrt{\gamma^{2}-1}} \frac{G\left(m_{A}+m_{B}\right)}{|b|}\right)  \tag{7.24}\\
-\frac{G^{2} m_{A} m_{B}\left(2 \gamma^{2}-1\right)^{2}\left(\left(\gamma m_{A}+m_{B}\right) v_{A}^{\mu}-\left(\gamma m_{B}+m_{A}\right) v_{B}^{\mu}\right)}{\left(\gamma^{2}-1\right)^{2}\left|b^{2}\right|}
\end{gather*}
$$

in perfect agreement with the literature [136].
From the perspective of this work, the key achievement of the eikonal resummation is that negligible variance becomes automatic in the stationary phase argument.

[^52]Indeed since the stationary phase condition in eq. (7.12) sets the momentum transfer to a specific, classical, value it is clear that the expectation value of any polynomial in the momentum operator will evaluate to the classical expectation.

### 7.1.3 Extension with coherent radiation

The exponentiated eikonal final state of eq. (7.7) beautifully describes semiclassical conservative dynamics, leading to a transparent method for extracting the impulse (or scattering angle) from amplitudes in a manner which automatically enforces minimal uncertainty. We have also seen that coherent states naturally enforce minimal uncertainty for radiation. Now let us put these two ideas together to form a proposal for an eikonal-type final state in the fully dynamical, radiative, case.

It is very natural to consider a modification of the eikonal formula which includes radiation, and indeed this idea has received attention [263] in the literature. Given that our motivation is to extend the eikonal while maintaining its minimal uncertainty property, an obvious way to proceed is to include an additional factor in the eikonal formula which has the structure of a coherent state like in eq. (5.50). If this radiative part of the state has large occupation number, expectations of products of field-strength operators will naturally factorise into products of expectations of the operators.

We will simply propose one possibility for the structure of this final state, depending on a coherent waveshape parameter $\alpha^{\sigma}$ (of helicity $\sigma$ ) in addition to an eikonal function $\chi$. We believe there is strong evidence in favour of the basic structure of our proposal, and in particular in the idea that two objects $\chi$ and $\alpha^{\sigma}$ suffice to define it; however, it seems possible to implement the idea in somewhat different ways. We will discuss the basic virtues of our proposal in the remainder of this section, leaving it to future work to determine further details. Since we are primarily interested in classical effects, we will continue to neglect the quantum remainder $\Delta$ in this discussion ${ }^{6}$.

To describe our proposal, we begin with the eikonal final state in eq. (7.7). With an eye towards a situation where momentum is lost to radiation, we need a description in which the sum of the momenta of the two final particles differs from the initial momenta. A first step, then, is to Fourier transform the wavepacket to position space:

$$
\begin{array}{r}
\left.S\left|\psi_{\text {in }}\right\rangle\right|_{\text {conservative }}=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
\times e^{i\left[q \cdot\left(x-x_{1}+x_{2}\right)+\chi\left(x_{\perp} ; s\right)\right] / \hbar}\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.25}
\end{array}
$$

Our proposal is now very straightforward: we simply incorporate a coherent state by assuming that

$$
\begin{align*}
& S\left|\psi_{\mathrm{in}}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \times e^{i\left[q \cdot\left(x-x_{1}+x_{2}\right)+\chi\left(x_{\perp} ; s\right)\right] / \hbar} \exp \left[\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \alpha^{\sigma}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k)\right]\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.26}
\end{align*}
$$

This is a minimal proposal: more generally, one could imagine that the coherent waveshape parameter $\alpha^{\sigma}$ depends on other variables, for example $x$ or $q$ which appear in the eikonal dynamics. We will nevertheless restrict throughout this work to our minimal proposal. However, it is important that the state is not merely an outer

[^53]product of a conservative eikonal state with a radiative factor. Some entanglement is necessary so that the radiation can backreact on the motion. In the case of the present proposal, the integrals over the variables $x_{1}, x_{2}$ and $x$ perform this role. We have already presented a partial derivation of this proposal in section 5.1, showing that the leading low-frequency classical radiation does indeed exponentiate as anticipated. There is a connection between our proposal here and recent work [343] on the exponential structure of the $S$ matrix.

Following the discussion in section 5.2 , we know that the waveshape should be proportional to $\hbar^{-3 / 2}$ so we may also write the state as

$$
\begin{align*}
S\left|\psi_{\text {in }}\right\rangle & =\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \times e^{i\left[q \cdot\left(x-x_{1}+x_{2}\right)+\chi\left(x_{\perp} ; s\right)\right] / \hbar} \exp \left[\frac{1}{\hbar^{3 / 2}} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \bar{\alpha}^{\sigma}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k)\right]\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.27}
\end{align*}
$$

In this expression, the classical waveshape $\bar{\alpha}^{\sigma}$ is independent of $\hbar$, just as the eikonal function $\chi$ is independent of $\hbar$.

In order to determine $\alpha^{\sigma}$, we follow the same steps as in section 7.1.1; we act on the incoming state with the $S$ matrix, and then expand in terms of integrals of amplitudes. To isolate the waveshape, we consider the overlap of our proposed final state with the bra $\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right|$ :

$$
\begin{align*}
\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right| S\left|\psi_{\text {in }}\right\rangle=\int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} & \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \times e^{i\left[q \cdot\left(x-x_{1}+x_{2}\right)+\chi\left(x_{\perp} ; s\right)\right] / \hbar} \alpha^{\sigma}\left(k, x_{1}, x_{2}\right) \tag{7.28}
\end{align*}
$$

Next we expand the $S$ matrix as

$$
\begin{align*}
\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right| S\left|\psi_{\text {in }}\right\rangle= & \int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right)\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right| S\left|p_{1} p_{2}\right\rangle \\
= & \int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1} \cdot x_{1}+p_{2} \cdot x_{2}\right) / \hbar} \\
& \quad \times i \mathcal{A}_{5}\left(p_{1}, p_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \delta^{4}\left(p_{1}+p_{2}-p_{1}^{\prime}-p_{2}^{\prime}-k\right) \tag{7.29}
\end{align*}
$$

We note that the five-point amplitude appearing here could in principle include disconnected components beginning at order $g$. This order $g$ disconnected term would involve exactly zero-energy photons, and does not contribute to observables such as the radiated momentum or the asymptotic Newman-Penrose scalar. We have already briefly discussed this type of contributions in section 4.6, and for the purpose of this section we will omit this term.

To continue, it is useful to perform a change of variable in the phase space measures, taking $q_{1} \equiv p_{1}-p_{1}^{\prime}$ and $q_{2} \equiv p_{2}-p_{2}^{\prime}$ as variables of integration. Neglecting Heaviside theta functions (which will always be unity in the domain of validity of our calculation) we find

$$
\begin{align*}
\left\langle p_{1}^{\prime} p_{2}^{\prime} k^{\sigma}\right| S\left|\psi_{\text {in }}\right\rangle= & \int \mathrm{d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \times \int \hat{\mathrm{d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \delta\left(2 p_{1}^{\prime} \cdot q_{1}+q_{1}^{2}\right) \delta\left(2 p_{2}^{\prime} \cdot q_{2}+q_{2}^{2}\right) e^{i\left(q_{1} \cdot x_{1}+q_{2} \cdot x_{2}\right) / \hbar} \\
& \quad \times i \mathcal{A}_{5}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \delta^{4}\left(q_{1}+q_{2}-k\right) \tag{7.30}
\end{align*}
$$

Requiring eq. (7.28) and eq. (7.30) to be equal for any (appropriately classical) initial wavepacket $\tilde{\psi}_{b}\left(x_{1}, x_{2}\right)$ we deduce that

$$
\begin{align*}
\alpha^{\sigma}\left(k, x_{1}, x_{2}\right) & =i \int \hat{\mathrm{~d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \delta\left(2 p_{1}^{\prime} \cdot q_{1}+q_{1}^{2}\right) \delta\left(2 p_{2}^{\prime} \cdot q_{2}+q_{2}^{2}\right) \delta^{4}\left(q_{1}+q_{2}-k\right) e^{i\left(\bar{q}_{1} \cdot x_{1}+\bar{q}_{2} \cdot x_{2}\right)} \\
& \times \mathcal{A}_{5}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right)\left[\int \hat{\mathrm{d}}^{4} q \mathrm{~d}^{4} x e^{i q \cdot x} e^{i q \cdot\left(x_{2}-x_{1}\right) / \hbar} e^{i \chi\left(x_{\perp} ; s\right) / \hbar}\right]^{-1} \tag{7.31}
\end{align*}
$$

It is easy to use the eikonal eq. (7.1) to show that equivalently we may write the waveshape as

$$
\begin{align*}
& \alpha^{\sigma}\left(k, x_{1}, x_{2}\right)=i \int \hat{\mathrm{~d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \delta\left(2 p_{1}^{\prime} \cdot q_{1}+q_{1}^{2}\right) \delta\left(2 p_{2}^{\prime} \cdot q_{2}+q_{2}^{2}\right) \delta^{4}\left(q_{1}+q_{2}-k\right) e^{i\left(\bar{q}_{1} \cdot x_{1}+\bar{q}_{2} \cdot x_{2}\right)} \\
& \times \mathcal{A}_{5}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right)\left[1+\int \hat{\mathrm{d}}^{4} q \delta\left(2 \tilde{p}_{1} \cdot q\right) \delta\left(2 \tilde{p}_{2} \cdot q\right) e^{i q \cdot\left(x_{2}-x_{1}\right) / \hbar} i \mathcal{A}_{4}\left(s, q^{2}\right)\right]^{-1} \tag{7.32}
\end{align*}
$$

This last expression makes the physical meaning transparent: the waveshape is obtained by removing iterated contributions of four-point amplitudes from the five-point amplitude.

To see this in more detail, it is instructive to expand the $\alpha^{\sigma}$ order-by-order in perturbation theory. We again consider a generic coupling $g$ and expand the waveshape as

$$
\begin{equation*}
\alpha^{\sigma}=\alpha_{0}^{\sigma}+\alpha_{1}^{\sigma}+\cdots \tag{7.33}
\end{equation*}
$$

The leading order term, $\alpha_{0}^{\sigma}$, follows immediately from eq. (7.32):

$$
\begin{align*}
\alpha_{0}^{\sigma}\left(k, x_{1}, x_{2}\right)=i \int \hat{\mathrm{~d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} & \delta\left(2 p_{1}^{\prime} \cdot q_{1}+q_{1}^{2}\right) \delta\left(2 p_{2}^{\prime} \cdot q_{2}+q_{2}^{2}\right) \delta^{4}\left(q_{1}+q_{2}-k\right) \\
& \times e^{i\left(q_{1} \cdot\left(x_{1}+b\right)+q_{2} \cdot x_{2}\right) / \hbar} \mathcal{A}_{5}^{(0)}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \tag{7.34}
\end{align*}
$$

It is determined by the tree-level five-point amplitude $\mathcal{A}_{5}^{(0)}$, so it is of order $g^{3}$ in gauge theory and gravity. The fact that the leading-order classical radiation field is intimately related to five-point amplitudes was already discussed in [4, 95, 166, 171]. The basic structure of this leading-order waveshape is strikingly reminiscent of a coherent state which describes the static Coulomb/Schwarzschild background [106] on analytic continuation from Minkowski signature to $(2,2)$ signature $(+,+,-,-)$.

More precisely, $\alpha_{0}^{\sigma}$ is really determined by $\mathcal{A}_{5}^{(0)}$. This follows by counting powers of $\hbar$. Indeed extracting dominant powers of $\hbar$ using

$$
\begin{align*}
& \mathcal{A}_{5}^{(0)}(i \rightarrow f)=\hbar^{-7 / 2}\left(\mathcal{A}_{5}^{(0)}(i \rightarrow f)+\hbar \mathcal{A}_{5}^{(0)}(i \rightarrow f)+\cdots\right)  \tag{7.35}\\
& \mathcal{A}_{5}^{(1)}(i \rightarrow f)=\hbar^{-9 / 2}\left(\mathcal{A}_{5}^{(1)}(i \rightarrow f)+\hbar \mathcal{A}_{5}^{(1)}(i \rightarrow f)+\cdots\right)
\end{align*}
$$

we find

$$
\begin{align*}
\alpha_{0}^{\sigma}\left(k, x_{1}, x_{2}\right)=\frac{i}{\hbar^{3 / 2}} \int \mathrm{~d}^{4} \bar{q}_{1} & \mathrm{~d}^{4} \bar{q}_{2} \delta\left(2 p_{1}^{\prime} \cdot \bar{q}_{1}\right) \delta\left(2 p_{2}^{\prime} \cdot \bar{q}_{2}\right) \delta^{4}\left(\bar{q}_{1}+\bar{q}_{2}-\bar{k}\right) \\
& \times e^{i\left(\bar{q}_{1} \cdot x_{1}+\bar{q}_{2} \cdot x_{2}\right)} \mathcal{A}_{5}^{(0)}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \tag{7.36}
\end{align*}
$$

Note that the factor $\hbar^{-3 / 2}$ arises as expected on general grounds. The conclusion is that the leading-in- $\hbar$ part of the five-point tree amplitude determines the radiation. The amplitude itself contains higher order terms in $\hbar$; rather than arising from the
radiative factor in our proposal in eq. (7.27), these terms arise from a generalised quantum remainder.

The next-to-leading order correction to the waveshape following from eq. (7.32) is

$$
\begin{gather*}
\alpha_{1}^{\sigma}\left(k, x_{1}, x_{2}\right)=i \int \hat{\mathrm{~d}}^{4} q_{1} \hat{\mathrm{~d}}^{4} q_{2} \delta\left(2 p_{1}^{\prime} \cdot q_{1}+q_{1}^{2}\right) \delta\left(2 p_{2}^{\prime} \cdot q_{2}+q_{2}^{2}\right) \delta^{4}\left(q_{1}+q_{2}-k\right) \\
\times e^{i\left(q_{1} \cdot x_{1}+q_{2} \cdot x_{2}\right) / \hbar} \mathcal{A}_{5}^{(1)}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right)  \tag{7.37}\\
-\alpha_{0}^{\sigma}\left(k, x_{1}, x_{2}\right) \int \hat{\mathrm{d}}^{4} q \delta\left(2 \tilde{p}_{1} \cdot q\right) \delta\left(2 \tilde{p}_{2} \cdot q\right) e^{i q \cdot\left(x_{2}-x_{1}\right) / \hbar} i \mathcal{A}_{4}^{(0)}\left(s, q^{2}\right)
\end{gather*}
$$

This correction involves the five-point one-loop amplitude, after subtracting an iteration term. To understand the role of the subtraction, it is instructive to extract the leading-in- $\hbar$ part of $\alpha_{1}^{\sigma}$ :

$$
\begin{align*}
& \alpha_{1}^{\sigma}\left(k, x_{1}, x_{2}\right)= \frac{i}{\hbar^{5 / 2}} \int \mathrm{~d}^{4} \bar{q}_{1} \mathrm{~d}^{4} \bar{q}_{2} \delta\left(2 p_{1}^{\prime} \cdot \bar{q}_{1}\right) \delta\left(2 p_{2}^{\prime} \cdot \bar{q}_{2}\right) \delta^{4}\left(\bar{q}_{1}+\bar{q}_{2}-\bar{k}\right) \\
& \times e^{i\left(\bar{q}_{1} \cdot x_{1}+\bar{q}_{2} \cdot x_{2}\right)} \mathcal{A}_{5}^{(1)}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \\
&-\frac{1}{\hbar^{5 / 2}} \bar{\alpha}_{0}^{\sigma}\left(k, x_{1}, x_{2}\right) \int \mathrm{d}^{4} \bar{q} \delta\left(2 p_{1}^{\prime} \cdot \bar{q}\right) \delta\left(2 p_{2}^{\prime} \cdot \bar{q}\right) e^{i \bar{q} \cdot\left(x_{2}-x_{1}\right)} i \mathcal{A}_{4,0}^{(0)}\left(s, q^{2}\right) \\
&+\mathcal{O}\left(\hbar^{-3 / 2}\right) . \tag{7.38}
\end{align*}
$$

At this stage it seems that there is an unwanted order $\hbar^{-5 / 2}$ term in the NLO waveshape! Consistency with our proposal therefore demands

$$
\begin{align*}
& \int \mathrm{d}^{4} \bar{q}_{1} \mathrm{~d}^{4} \bar{q}_{2} \delta\left(2 p_{1}^{\prime} \cdot \bar{q}_{1}\right) \delta\left(2 p_{2}^{\prime} \cdot \bar{q}_{2}\right) \delta^{4}\left(\bar{q}_{1}+\bar{q}_{2}-\bar{k}\right) e^{i\left(\bar{q}_{1} \cdot x_{1}+\bar{q}_{2} \cdot x_{2}\right)} \mathcal{A}_{5,0}^{(1)}\left(p_{1}^{\prime}+q_{1}, p_{2}^{\prime}+q_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}, k^{\sigma}\right) \\
& \quad=-\bar{\alpha}_{0}^{\sigma}\left(k, x_{1}, x_{2}\right) \int \mathrm{d}^{4} \bar{q} \delta\left(2 p_{1}^{\prime} \cdot \bar{q}\right) \delta\left(2 p_{2}^{\prime} \cdot \bar{q}\right) e^{i \bar{q} \cdot\left(x_{2}-x_{1}\right)} \mathcal{A}_{4,0}^{(0)}\left(s, q^{2}\right) \tag{7.39}
\end{align*}
$$

Since $\bar{\alpha}_{0}^{\sigma}$ is determined by $\mathcal{A}_{5,0}^{(0)}$, this requirement relates $\mathcal{A}_{5,0}^{(1)}$ to $\mathcal{A}_{5,0}^{(0)}$ and $\mathcal{A}_{4,0}^{(0)}$. The requirement is nothing but a Fourier transform of the zero-variance relation in eq. (4.66) which we encountered in section 4.2.4. So we see that the zero-variance relations retain their importance in the context of this eikonal/coherent resummation: their validity admits the possibility of exponentiation.

In the same vein, it is interesting to project our proposal onto a two-photon final state:

$$
\begin{align*}
\left\langle p_{1}^{\prime} p_{2}^{\prime} k_{1}^{\sigma_{1}} k_{2}^{\sigma_{2}}\right| S\left|\psi_{\text {in }}\right\rangle & =\int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar}  \tag{7.40}\\
& \times e^{i\left[q \cdot\left(x-x_{1}+x_{2}\right)+\chi\left(x_{\perp} ; s\right)\right] / \hbar} \alpha^{\sigma_{1}}\left(k_{1}, x_{1}, x_{2}\right) \alpha^{\sigma_{2}}\left(k_{2}, x_{1}, x_{2}\right)
\end{align*}
$$

Since the waveshape is at least of order $g^{3}$, it follows that this overlap begins at order $g^{6}$. However by expanding the $S$ matrix out directly, we encounter a six-point amplitude. The conclusion is that our proposal does not populate the (order $g^{4}$ ) treelevel six-point amplitude. Of course this is as it should be: we saw that the six-point tree is suppressed in the classical region. Similarly the seven-point tree and one-loop amplitudes are suppressed, etc.

As a final remark, note that we did not introduce any normalisation factor in our proposal. This may be surprising, but the origin of the difference is simply that unitarity must already guarantee the normalisation of the final state. As is by now well understood, at two loops the eikonal function $\chi$ ceases to be real in the radiative
case. Instead the imaginary part of $\chi$ is related to $\sum_{\sigma= \pm 1}\left|\alpha^{\sigma}\right|^{2}$; this supplies the necessary normalisation.

### 7.1.4 Radiation reaction

Once there is radiation, there must also be radiation reaction: the particle's motion must change in the radiative case relative to the conservative case to account for the loss of momentum to radiation. In this section we will see that the waveshape indeed contributes to the impulse of a particle in the manner required.

We begin by acting on our conjectural final state, eq. (7.26), with the momentum operator of the field corresponding to particle 1 :

$$
\begin{align*}
& \mathbb{P}_{1}^{\mu} S\left|\psi_{\text {in }}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} \\
& \quad \times e^{i\left[q \cdot\left(x-x_{1}+x_{2}\right)+\chi\left(x_{\perp} ; s\right)\right] / \hbar} \exp \left[\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \alpha^{\sigma}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k)\right] p_{1}^{\prime \mu}\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.41}
\end{align*}
$$

The operator simply inserts a factor $p_{1}^{\prime \mu}$. We proceed by rewriting this factor in terms of a derivative $-i \hbar \partial / \partial x_{1 \mu}$ acting on the exponential factor in the first line of eq. (7.41), and then integrating by parts. Neglecting the boundary term, the result is

$$
\begin{align*}
& \mathbb{P}_{1}^{\mu} S\left|\psi_{\mathrm{in}}\right\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} e^{i\left(p_{1}^{\prime} \cdot x_{1}+p_{2}^{\prime} \cdot x_{2}\right) / \hbar} e^{i\left(q \cdot x+\chi\left(x_{\perp} ; s\right)\right) / \hbar} \\
& \quad \times i \hbar \partial_{1}^{\mu}\left(\tilde{\psi}_{b}\left(x_{1}, x_{2}\right) e^{i q \cdot\left(x_{2}-x_{1}\right) / \hbar} \exp \left[\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \alpha^{\sigma}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k)\right]\right)\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle \tag{7.42}
\end{align*}
$$

Expanding out the derivative, we encounter three terms. In the first, the derivative acts on the spatial wavefunction: as usual in quantum mechanics, this term will evaluate (in the expectation value of the final momentum) to the contribution of the initial momentum. The second term arises when the derivative operator acts on $e^{i q \cdot\left(x_{2}-x_{1}\right) / \hbar}$, which inserts a factor of $q^{\mu}$. This term is familiar from eq. (7.11) in section 7.1.2, and contributes to the impulse as a (suitably projected) derivative of the eikonal function. Only the final term is new: it involves the waveshape, and must then be the origin of radiation reaction in our approach.

Since we have discussed the conservative impulse in detail in section 7.1.2, we focus on the final (new) term here. In this term, the derivative brings down a factor of

$$
\begin{equation*}
\sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \partial_{1}^{\mu} \alpha^{\sigma}\left(k, x_{1}, x_{2}\right) a_{\sigma}^{\dagger}(k) \tag{7.43}
\end{equation*}
$$

Now to extract the momentum observable we multiply by $\left\langle\psi_{\text {in }}\right| S^{\dagger}$. Since this will introduce yet more integrals, it is helpful to define a modified KMOC style 'classical
average angle brackets' $\langle\langle\ldots\rangle\rangle$, defined by

$$
\begin{align*}
& \langle\langle\ldots\rangle\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \hat{\mathrm{d}}^{4} \bar{q} \mathrm{~d}^{4} x \mathrm{~d}^{4} \bar{Q} \mathrm{~d}^{4} y \mathrm{~d}^{4} x_{1} \mathrm{~d}^{4} x_{2} \mathrm{~d}^{4} y_{1} \mathrm{~d}^{4} y_{2} \tilde{\psi}_{b}^{*}\left(y_{1}, y_{2}\right) \tilde{\psi}_{b}\left(x_{1}, x_{2}\right) \\
& \times e^{i\left(p_{1}^{\prime} \cdot\left(x_{1}-y_{1}\right)+p_{2}^{\prime} \cdot\left(x_{2}-y_{2}\right) / \hbar\right.} e^{i\left(q \cdot\left(x_{2}-x_{1}\right)-Q \cdot\left(y_{2}-y_{1}\right)\right) / \hbar} e^{i\left(q \cdot x+\chi\left(x_{\perp} ; s\right)-Q \cdot y-\chi^{*}\left(y_{\perp} ; s\right)\right) / \hbar} \\
& \times \exp \left[-\frac{1}{2} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k)\left|\alpha^{\sigma}\left(k, x_{1}, x_{2}\right)-\left(\alpha^{\sigma}\right)^{*}\left(k, y_{1}, y_{2}\right)\right|^{2}\right](\ldots) \tag{7.44}
\end{align*}
$$

The $a^{\dagger}(k)$ will act on this left state will produce a delta function and $\alpha^{*}$. After using the delta function it gives just a factor $\alpha^{*}$. Putting this together, and using the angle brackets shorthand we get

$$
\begin{equation*}
\left\langle\mathbb{P}_{1}^{\mu}\right\rangle_{\text {reaction }}=\left\langle\left\langle i \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) \alpha^{(\sigma), *}\left(k, x_{1}, x_{2}\right) \partial_{1}^{\mu} \alpha^{\sigma}\left(k, x_{1}, x_{2}\right)\right\rangle\right\rangle \tag{7.45}
\end{equation*}
$$

Notice that the manipulations leading to eq. (7.45) were exact (under the assumption of eq. (7.26)). However eq. (7.45) involves a number of integrals which would need to be performed to arrive at a concrete expression for the impulse. In section 7.1.2, we performed these integrals by stationary phase. In the present (radiative) case a similar approach would be possible, but the stationary phase conditions are significantly more complicated. For example, demanding the phase of the $q$ integral to be stationary leads to a condition involving the variables $x_{2}$ and $x_{1}$; further demanding that the phases of these $x_{i}$ integrals should be stationary leads to an equation involving the integral of a quadratic function of the waveshape. In this way the stationary phase conditions involve an intricate interplay of the eikonal and the waveshape. Of course this is as it should be: the complexity of radiation reaction must be captured by the final state.

As a simpler sanity check of our machinery, we evaluate the radiation reaction contribution to the impulse at lowest non-trivial perturbative order. In [166] the leading order radiation reaction term was written as

$$
\begin{equation*}
I_{r a d}^{\mu}=e^{6}\left\langle\left\langle\int \mathrm{~d} \Phi(\bar{k}) \prod_{i=1,2} \hat{\mathrm{~d}}^{4} \bar{q}_{i} \hat{\mathrm{~d}}^{4} \bar{q}_{i}^{\prime} \bar{q}_{1}^{\mu} \mathcal{Y}\left(\bar{q}_{1}, \bar{q}_{2}, \bar{k}\right) \mathcal{Y}^{*}\left(\bar{q}_{1}^{\prime}, \bar{q}_{2}^{\prime}, \bar{k}\right)\right\rangle\right\rangle \tag{7.46}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{Y}\left(\bar{q}_{1}, \bar{q}_{2}, \bar{k}\right)=\delta\left(p_{1} \cdot \bar{q}_{1}\right) \delta\left(p_{2} \cdot \bar{q}_{2}\right) \hat{\delta}^{4}\left(\bar{q}_{1}+\bar{q}_{2}-k\right) e^{i b \cdot \bar{q}_{1}} \mathcal{A}_{5,0}^{(0)}\left(\bar{q}_{1}, \bar{k}^{\sigma}\right) \tag{7.47}
\end{equation*}
$$

It is straightforward to verify that this is equivalent to the second term in eq. (7.45). In fact, recalling the leading order waveshape formula in eq. (7.36), the match between the two expressions of eq. (7.46) and eq. (7.45) is immediate, once our definition of average over wave packets in eq. (7.44) is taken into account.

We note in passing that the expectation $\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{F}_{\mu \nu} S\left|\psi_{\text {in }}\right\rangle$ (or $\left\langle\psi_{\text {in }}\right| S^{\dagger} \mathbb{R}_{\mu \nu \rho \sigma} S\left|\psi_{\text {in }}\right\rangle$ ) can be determined in a similar way. The annihilation operators in the field strength operator immediately bring down a single power of the waveshape. At leading nontrivial order in $g$, it is then straightforward to see that the field strength is determined by the five-point tree amplitude (specifically the leading fragment in $\hbar$ ) consistent with reference [4]. Similarly, the momentum radiated into messengers can be computed as
the expectation

$$
\begin{equation*}
\left\langle\psi_{\mathrm{in}}\right| S^{\dagger} \sum_{\sigma= \pm 1} \int \mathrm{~d} \Phi(k) k^{\mu} a_{\sigma}^{\dagger}(k) a_{\sigma}(k) S\left|\psi_{\mathrm{in}}\right\rangle \tag{7.48}
\end{equation*}
$$

In this case, the creation and annihilation operators bring down the waveshape times its conjugate. At leading perturbative order, the momentum radiated is the square of the five-point tree, as observed in [166]. The result is also consistent with classical field theory: in that context, radiation is described the the energy-momentum tensor, which is quadratic in the field strength. Finally, we note that conservation of momentum holds as discussed in [166].

### 7.2 Classical spin dynamics from the eikonal

So far, we have only discussed the classical dynamics of spinless charges in electrodynamics or point masses in gravity. However, the application of scattering amplitudes to classical systems involving colour and spin is also an important topic [82, 121, 128, $246,247,252,295,342,359-364]$, motivated in large part by the dynamics of inspiraling black holes with angular momentum. In this section, we expand this discussion to include minimum uncertainty spin states. For simplicity, however, we revert to the purely conservative case throughout this section, leaving radiation of spin to future work.

### 7.2.1 Final state including spin

In section 7.1, we derived a formula for the final state involving an eikonal operator acting on the two-particle state. In general, states are labelled by an assortment of quantum numbers which can also evolve during a scattering event, and so in this section we will generalise the eikonal $S$-matrix operator to include Lie-algebra valued quantum numbers, focussing on spin for clarity.

We begin with a generalisation of eq. (2.19) to include spin, resulting in a state of the form

$$
\begin{align*}
\left|\psi_{\text {in }}\right\rangle & \equiv \int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right) \xi_{1}^{a_{1}} \xi_{2}^{a_{2}} a^{\dagger}\left(p_{1}\right)_{a_{1}} a^{\dagger}\left(p_{2}\right)_{a_{2}}|0\rangle \\
& \equiv \int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right) \xi_{1}^{a_{1}} \xi_{2}^{a_{2}}\left|p_{1}, a_{1} ; p_{2}, a_{2}\right\rangle  \tag{7.49}\\
& \equiv \int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \psi_{b}\left(p_{1}, p_{2}\right)\left|p_{1}, \xi_{1} ; p_{2}, \xi_{2}\right\rangle
\end{align*}
$$

where $a_{1}$ and $a_{2}$ are the spins (and the indices are summed over). When spin is included, the expectation value of the $T$ matrix is given by

$$
\begin{equation*}
\left\langle p_{1}^{\prime}, a_{1}^{\prime} ; p_{2}^{\prime}, a_{2}^{\prime}\right| T\left|p_{1}, a_{1} ; p_{2}, a_{2}\right\rangle=\mathcal{A}_{4}\left(p_{1}, p_{2} \rightarrow p_{1}^{\prime}, p_{2}^{\prime}\right)_{a_{1} a_{2}}^{a_{1}^{\prime} a_{2}^{\prime}} \delta^{(4)}\left(p_{1}+p_{2}-p_{1}^{\prime}-p_{2}^{\prime}\right) \tag{7.50}
\end{equation*}
$$

Notice that the scattering amplitudes are now matrices in spin space. In view of this matrix structure, we follow [114, 295, 365] and assume that eikonal exponentiation takes a matrix form ${ }^{7}$

$$
\begin{equation*}
\exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)_{a_{1}, a_{2}}^{a_{1}^{\prime}, a_{2}^{\prime}}=\delta_{a_{1}}^{a_{1}^{\prime}} \delta_{a_{2}}^{a_{2}^{\prime}}+i \int \hat{\mathrm{~d}}^{4} q \delta\left(2 p_{1} \cdot q\right) \delta\left(2 p_{2} \cdot q\right) e^{-i q \cdot x / \hbar} \mathcal{A}_{4}\left(s, q^{2}\right)_{a_{1}, a_{2}}^{a_{1}^{\prime}, a_{2}^{\prime}} \tag{7.51}
\end{equation*}
$$

[^54]Acting with the $S$-matrix on the initial state in eq. (7.49) and following steps similar those in section 7.1.1, we find the out state to be

$$
\begin{align*}
S\left|\psi_{\text {in }}\right\rangle=\left|\psi_{\text {in }}\right\rangle+\int & \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \hat{\mathrm{d}}^{4} q \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right)\left|p_{1}^{\prime}, a_{1}^{\prime} ; p_{2}^{\prime}, a_{2}^{\prime}\right\rangle  \tag{7.52}\\
& \times \hat{\delta}\left(2 p_{1}^{\prime} \cdot q-q^{2}\right) \hat{\delta}\left(2 p_{2}^{\prime} \cdot q+q^{2}\right) i \mathcal{A}_{4}\left(s, q^{2}\right)_{a_{1} a_{2}}^{a_{1}^{\prime} a_{2}^{\prime}} \xi_{1}^{a_{1}} \xi_{2}^{a_{2}}
\end{align*}
$$

which clearly recovers the spinless case of eq. (7.4) if we take the spin group to be trivial. Again following section 7.1.1, we invert the Fourier transform in eq. (7.51) to find
$i \delta\left(2 \tilde{p}_{1} \cdot q\right) \delta\left(2 \tilde{p}_{2} \cdot q\right) \mathcal{A}_{4}\left(s, q^{2}\right)_{a_{1}, a_{2}}^{a_{1}^{\prime} \alpha_{2}^{\prime}}=\frac{1}{\hbar^{4}} \int \mathrm{~d}^{4} x e^{i q \cdot x / \hbar}\left\{\exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)_{a_{1}, a_{2}}^{a_{1}^{\prime}, a_{2}^{\prime}}-\delta_{a_{1}}^{a_{1}^{\prime}} \delta_{a_{2}}^{a_{2}^{\prime}}\right\}$.
As a result, we can express the final state in terms of the eikonal operator as

$$
\begin{align*}
S\left|\psi_{\text {in }}\right\rangle=\frac{1}{\hbar^{4}} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right)\left|p_{1}^{\prime}, a_{1}^{\prime} ; p_{2}^{\prime}, a_{2}^{\prime}\right\rangle \int & \mathrm{d}^{4} q \mathrm{~d}^{4} x \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) e^{i q \cdot x / \hbar} \\
& \times \exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)_{a_{1}, a_{2}}^{a_{1}^{\prime}, a_{2}^{\prime}} \xi_{1}^{a_{1}} \xi_{2}^{a_{2}} . \tag{7.54}
\end{align*}
$$

While we have constructed this with spin in mind, it is applicable to any operator with quantum numbers $a_{i}$, and so we will now consider the expectation value of a generic Lie-algebra valued operator $\mathcal{O}$. The change in an observable due to a scattering event is defined as

$$
\begin{equation*}
\Delta \mathcal{O}=\langle\Psi| S^{\dagger} \hat{\mathcal{O}} S|\Psi\rangle-\langle\Psi| \hat{\mathcal{O}}|\Psi\rangle=\langle\Psi| S^{\dagger}[\hat{\mathcal{O}}, S]|\Psi\rangle \tag{7.55}
\end{equation*}
$$

For concreteness, we restrict ourselves to an important class of operators with sensible classical limits, namely the momentum operator $\mathbb{P}^{\mu}$, the Pauli-Lubanski operator $\mathbb{W}^{\mu}$ defined as

$$
\begin{equation*}
\mathbb{W}^{\mu} \equiv \frac{1}{2} \epsilon^{\mu \nu \rho \delta} \mathbb{P}_{\nu} \mathbb{S}_{\rho \delta}, \tag{7.56}
\end{equation*}
$$

and (in the Yang-Mills case) the colour charge operator $\mathbb{C}^{a}$. Such operators act on one particle states, are linear in the momentum and obey momentum conservation, meaning they can be written

$$
\begin{equation*}
\langle p, a| \mathcal{O}|k, b\rangle=\delta_{\Phi}(p-k) \mathcal{O}^{a}{ }_{b}(p) . \tag{7.57}
\end{equation*}
$$

Examining an operator that acts only on the spin space of particle one, we find

$$
\begin{array}{r}
\mathcal{O}_{1} S\left|\psi_{\text {in }}\right\rangle=\frac{1}{\hbar^{4}} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right)\left|p_{1}^{\prime}, b_{1} ; p_{2}^{\prime}, a_{2}^{\prime}\right\rangle \int \mathrm{d}^{4} q \mathrm{~d}^{4} x \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) e^{i q \cdot x / \hbar} \\
 \tag{7.58}\\
\times \mathcal{O}_{1}\left(p_{1}^{\prime}\right)_{a_{1}^{\prime}}^{b_{1}} \exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)_{a_{1}, a_{2}}^{a_{1}^{\prime}, a_{2}^{\prime}} \xi_{1}^{a_{1}} \xi_{2}^{a_{2}},
\end{array}
$$

where, in order to evaluate the operator, we have inserted a complete set of spin states

$$
\begin{equation*}
1=\sum_{b_{1}, b_{2}} \int \mathrm{~d} \Phi\left(k_{1}, k_{2}\right)\left|k_{1}, b_{1} ; k_{2}, b_{2}\right\rangle\left\langle k_{1}, b_{1} ; k_{2}, b_{2}\right| . \tag{7.59}
\end{equation*}
$$

Similarly, acting with $S \mathcal{O}_{1}\left|\psi_{\text {in }}\right\rangle$ gives

$$
\begin{align*}
& S \mathcal{O}_{1}\left|\psi_{\text {in }}\right\rangle=\frac{1}{\hbar^{4}} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right)\left|p_{1}^{\prime}, b_{1} ; p_{2}^{\prime}, a_{2}^{\prime}\right\rangle \int \mathrm{d}^{4} q \mathrm{~d}^{4} x \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) e^{i q \cdot x / \hbar} \\
& \times \exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)_{a_{1}^{\prime}, a_{2}}^{b_{1}, a_{2}^{\prime}} \mathcal{O}_{1}\left(p_{1}^{\prime}-q\right)_{a_{1}}^{a_{1}^{\prime}} \xi_{1}^{a_{1}} \xi_{2}^{a_{2}} . \tag{7.60}
\end{align*}
$$

Notice that we encounter the operator $\mathcal{O}_{1}\left(p_{1}^{\prime}-q\right)$ at a shifted value of the momentum. Since the class of operators we consider is at most linear in the momentum, we proceed by writing

$$
\begin{equation*}
\mathcal{O}_{1}\left(p_{1}^{\prime}-q\right)=\mathcal{O}_{1}\left(p_{1}^{\prime}\right)-\mathcal{O}_{1}(q) . \tag{7.61}
\end{equation*}
$$

Notice that our notation $\mathcal{O}_{1}(q)$ indicates that momentum factors in the operator are evaluated at momentum $q$. Using this notation, we can eventually write

$$
\begin{align*}
& {\left[\mathcal{O}_{1}\left(p_{1}^{\prime}\right), S\right]\left|\psi_{\text {in }}\right\rangle=\frac{1}{\hbar^{4}} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right)\left|p_{1}^{\prime}, b_{1} ; p_{2}^{\prime}, a_{2}^{\prime}\right\rangle \int \mathrm{d}^{4} q \mathrm{~d}^{4} x \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) e^{i q \cdot x / \hbar}} \\
& \quad \times\left\{\left[\mathcal{O}_{1}\left(p_{1}^{\prime}\right), \exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)\right]_{a_{1}, a_{2}}^{b_{1}, a_{2}^{\prime}}+\exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)_{a_{1}^{\prime}, a_{2}}^{b_{1}, a_{2}^{\prime}} \mathcal{O}_{1}(q)_{a_{1}}^{a_{1}^{\prime}}\right\} \xi_{1}^{a_{1}} \xi_{2}^{a_{2}} . \tag{7.62}
\end{align*}
$$

Two matrix structures have appeared under the integral: one is a commutator, while the second is a more simple matrix product. This structure is a generalisation of the structure discussed in [360], where the second term was called the "direct" term in contrast to the "commutator" term.

We will shortly perform the $q$ and $x$ integrals in eq. (7.62) using stationary phase. In preparation for doing so, it is convenient to rewrite the equation such that the matrix $\exp \left(i \chi\left(x_{\perp}, s\right) / \hbar\right)$ stands to the left of any other matrices. Then in the evaluation of the overlap $\left\langle\psi_{\mathrm{in}}\right| S^{\dagger}\left[\mathcal{O}_{1}\left(p_{1}^{\prime}\right), S\right]|\psi\rangle$, the matrix and (on the solution of the stationary phase conditions) its inverse will simplify. We only have to move the eikonal operator though the commutator term in eq. (7.62); we can do so using the Baker-Hausdorff lemma in the form [366]

$$
\begin{equation*}
\left[\mathcal{O}, e^{i \chi / \hbar}\right]=e^{i \chi / \hbar}\left(-\frac{i}{\hbar}[\mathcal{O}, \chi]+\frac{1}{2 \hbar^{2}}[\chi,[\mathcal{O}, \chi]]+\cdots+\frac{-i^{n}}{n!\hbar^{n}}[\chi,[\chi,[\chi, \ldots[\mathcal{O}, \chi]]] \ldots]\right), \tag{7.63}
\end{equation*}
$$

where the last term contains $n$ nested commutators involving $\chi$.
So far, we have not yet taken advantage of any simplifications available for large, classical spins. Classical spin representations must be large, in the sense that the spin quantum number $S$ times $\hbar$ is a classical angular momentum $S \hbar$. It can be useful to think of this as the limit $S \rightarrow \infty, \hbar \rightarrow 0$ with $S \hbar$ fixed. Large spin representations have the property that

$$
\begin{equation*}
\left\langle S_{\mu \nu} S_{\rho \sigma}\right\rangle=\left\langle S_{\mu \nu}\right\rangle\left\langle S_{\rho \sigma}\right\rangle+\mathcal{O}(\hbar), \tag{7.64}
\end{equation*}
$$

where $S_{\mu \nu}$ is a spin Lorentz generator and $\left\langle S_{\mu \nu}\right\rangle$ is its expectation value on the spin state, as shown in section 2.3. The key point here is that the small correction term is of order $S \hbar^{2}$ compared to the explicit term on the right-hand side, which is of order $S^{2} \hbar^{2}$ (see appendix A of [270] for a recent review.) We would therefore like to take advantage of this kind of simplification in the context of eq. (7.62).

In fact, we can easily take advantage of this simplification provided we first use the Baker-Hausdorff lemma (7.63) to move the eikonal operator to the left. The reason
is that this exposes the infinite series to the right-hand-side of eq. (7.63) which is a series in inverse powers of $\hbar$. These inverse powers are compensated by powers in commutators of operators; for example in the case of spin we have

$$
\begin{equation*}
\left[\mathbb{W}_{\mu}, \mathbb{W}_{\nu}\right]=-i \hbar \epsilon_{\mu \nu \rho \sigma} \mathbb{W}^{\rho} \mathbb{P}^{\sigma} \tag{7.65}
\end{equation*}
$$

Had we not simplified the matrix structure and first tried to replace operators by expectation values we would make an error because the small correction in eq. (7.64), which is intimately related to the commutator in eq. (7.65), would be omitted.

Having taken advantage of the Baker-Hausdorff lemma, then, we may replace all operators by commutators. In doing so, we must retain the infinite set of non-vanishing commutators. This is easily done: we simply introduce the Poisson bracket notation defined by

$$
\begin{equation*}
\left\{\left\langle\mathbb{W}{ }_{\mu}\right\rangle,\left\langle\mathbb{W}_{\nu}\right\rangle\right\}=-\epsilon_{\mu \nu \rho \sigma}\left\langle\mathbb{W}^{\rho}\right\rangle\left\langle\mathbb{P}^{\sigma}\right\rangle \tag{7.66}
\end{equation*}
$$

Notice that the Poisson brackets are directly inherited from the underlying algebraic structure of the quantum field theory. We have scaled out appropriate factors of $i \hbar$.

We therefore pass from eq. (7.62) to

$$
\begin{align*}
{\left[\mathcal{O}_{1}\left(p_{1}^{\prime}\right), S\right]\left|\psi_{\text {in }}\right\rangle } & =\frac{1}{\hbar^{4}} \int \mathrm{~d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \int \mathrm{d}^{4} q \mathrm{~d}^{4} x \psi_{b}\left(p_{1}^{\prime}-q, p_{2}^{\prime}+q\right) e^{i q \cdot x / \hbar} \\
& \times\left(\left\{\mathcal{O}_{1}\left(p_{1}^{\prime}\right), e^{i \chi\left(x_{\perp}, s ;\langle w\rangle\right) / \hbar}\right\}_{\text {B.H. }}+\mathcal{O}_{1}(q) e^{i \chi\left(x_{\perp}, s ;(w)\right) / \hbar}\right)\left|p_{1}^{\prime}, \xi_{1} ; p_{2}^{\prime}, \xi_{2}\right\rangle, \tag{7.67}
\end{align*}
$$

where all operators have been replaced with scalar functions, at the expense of introducing Poisson brackets. The notation is

$$
\begin{equation*}
\left\{\mathcal{O}_{1}\left(p_{1}^{\prime}\right), e^{i \chi\left(x_{\perp}, s ;\langle w\rangle\right) / \hbar}\right\}_{\text {B.H. }} \equiv e^{i \chi / \hbar}\left(-\{\mathcal{O}, \chi\}-\frac{1}{2}\{\chi,\{\mathcal{O}, \chi\}\}+\cdots\right) \tag{7.68}
\end{equation*}
$$

We emphasise that $\{\cdot, \cdot\}_{\text {B.H. }}$ is not a Poisson bracket: it is simply convenient notation for the commutator structure in eq. (7.63).

In this form, the eikonal has also become a scalar function $\chi\left(x_{\perp}, s ;\langle w\rangle\right)$ which now depends on the expectation value of operators, eg Pauli-Lubanski $\langle w\rangle$ (and/or in the Yang-Mills case, the colour). We can therefore perform the $x$ and $q$ integrals by stationary phase, following precisely the methods of section 7.1.2. The stationary phase conditions are

$$
\begin{equation*}
q_{\mu}=-\frac{\partial}{\partial x^{\mu}} \chi\left(x_{\perp}, s\right) \tag{7.69}
\end{equation*}
$$

We now note that $\chi$ is now potentially a linear function of $x_{\perp}^{\mu}$ and so $q_{*}^{\mu}$ need not point only along $x_{\perp}^{\mu}$, and will in general point along some other direction in the plane perpendicular to $\tilde{p}_{1}$ and $\tilde{p}_{2}$. The final result for the out state is then

$$
\begin{align*}
{\left[\mathcal{O}_{1}\left(p_{1}^{\prime}\right), S\right]\left|\psi_{\text {in }}\right\rangle } & =\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right) \psi_{b}\left(p_{1}^{\prime}-q_{*}, p_{2}^{\prime}+q_{*}\right) e^{i q_{*} \cdot\left(x_{*}\right) / \hbar} \\
& \times\left(\left\{\mathcal{O}_{1}\left(p_{1}^{\prime}\right), e^{i \chi\left(x_{\perp *}, s\right) / \hbar}\right\}_{\text {B.H. }}+\mathcal{O}_{1}\left(q_{*}\right) e^{i \chi\left(x_{\perp *}, s\right) / \hbar}\right)\left|p_{1}^{\prime}, \xi_{1} ; p_{2}^{\prime}, \xi_{2}\right\rangle \tag{7.70}
\end{align*}
$$

We can evaluate $\left\langle\psi_{\mathrm{in}}\right| S^{\dagger}$ on the stationary phase too, which results in

$$
\begin{equation*}
\left\langle\psi_{\text {in }}\right| S^{\dagger}=\int \mathrm{d} \Phi\left(p_{1}, p_{2}\right) \psi_{b}^{\dagger}\left(p_{1}-q_{*}, p_{2}+q_{*}\right) e^{-i q_{*}\left(x_{*}\right) / \hbar} e^{-i \chi^{\dagger}\left(x_{\perp *}, s\right)}\left\langle p_{1}, \xi_{1} ; p_{2}, \xi_{2}\right| \tag{7.71}
\end{equation*}
$$

such that

$$
\begin{align*}
\Delta \mathcal{O}_{1} & =\left\langle\psi_{\text {in }}\right| S^{\dagger}\left[\mathcal{O}_{1}, S\right]\left|\psi_{\text {in }}\right\rangle \\
& =\int \mathrm{d} \Phi\left(p_{1}, p_{2}\right)\left|\psi\left(p_{1}-q_{*}, p_{2}+q_{*}\right)\right|^{2}\left(e^{-i \chi^{\dagger}\left(x_{\perp *}, s\right) / \hbar}\left\{\mathcal{O}_{1}\left(p_{1}\right), e^{i \chi\left(x_{\perp *}, s\right) / \hbar}\right\}_{\text {B.H. }}+\mathcal{O}_{1}\left(q_{*}\right)\right) \\
& =\left\langle\left\langle e^{-i \chi^{\dagger}\left(x_{\perp *}, s\right) / \hbar}\left\{\mathcal{O}_{1}\left(p_{1}\right), e^{i \chi\left(x_{\perp *}, s\right) / \hbar}\right\}_{\text {B.H. }}+\mathcal{O}_{1}\left(q_{*}\right)\right\rangle\right\rangle . \tag{7.72}
\end{align*}
$$

The Baker-Hausdorff lemma in the form of eq. (7.68) immediately tells us how to expand the Poisson bracket, leading to a neat expression for the change in $\mathcal{O}_{1}$

$$
\begin{equation*}
\Delta \mathcal{O}_{1}=\mathcal{O}_{1}\left(q_{*}\right)-\left\{\mathcal{O}_{1}\left(p_{1}\right), \chi\right\}-\frac{1}{2}\left\{\chi,\left\{\mathcal{O}_{1}\left(p_{1}\right), \chi\right\}\right\}+\frac{1}{6}\left\{\chi,\left\{\chi,\left\{\mathcal{O}_{1}\left(p_{1}\right), \chi\right\}\right\}\right\}+\cdots . \tag{7.73}
\end{equation*}
$$

where we recall that $\chi$ depends on $x_{\perp *}^{\mu}$ along with spin, colour etc, and we have dropped the brackets since we are in the fully classical regime. It is useful to note that for operators without momentum dependence, the term involving $q_{*}$ vanishes, since it was induced by a shift in momentum and the linearity of the operator.

To check this, we can consider the momentum operator of particle one, which acts trivially in spin-space meaning we can choose

$$
\begin{equation*}
\mathcal{O}_{1}=\mathbb{P}_{1}^{\mu}, \quad \rightarrow \quad \mathcal{O}_{1}{ }_{b}^{a}(p)=p_{1}^{\mu} \delta^{a}{ }_{b}^{a} . \tag{7.74}
\end{equation*}
$$

Since the identity commutes with everything in spin-space, only the $\mathcal{O}\left(q_{*}\right)$ term contributes, giving

$$
\begin{equation*}
\Delta p_{1}^{\mu}=\left\langle\left\langle q_{*}^{\mu}\right\rangle\right\rangle=-\left\langle\left\langle\partial^{\mu} \chi\left(x_{\perp}, s\right)\right\rangle\right\rangle, \tag{7.75}
\end{equation*}
$$

which matches the expression given in eq. (7.19). Note, however, that in general the $x_{\perp}^{\mu}$ dependence of $\chi$ will be different in the spinning case, which will lead to additional spin contributions to the impulse.

### 7.2.2 Classical spin from the Eikonal

The angular impulse for particle one is given by

$$
\begin{align*}
\Delta s_{1}^{\mu} & =\frac{1}{m_{A}}\langle\Psi| S^{\dagger}\left[\mathbb{W}_{1}^{\mu}, S\right]|\Psi\rangle  \tag{7.76}\\
& =\left\langle\left\langle e^{-i \chi^{\dagger}\left(x_{\perp *}, s_{i}\right) / \hbar}\left\{s_{1}^{\mu}\left(p_{1}\right), e^{i \chi\left(x_{\perp *}, s_{i}\right) / \hbar}\right\}_{\text {B.H. }}+s_{1}^{\mu}\left(q_{*}\right)\right\rangle\right\rangle, \tag{7.77}
\end{align*}
$$

where the expection of the Pauli-Lubanski pseudovector is

$$
\begin{equation*}
\left\langle p, a_{i}\right| \mathbb{W}^{\mu}\left|p^{\prime}, a_{j}\right\rangle \equiv m s_{i j}^{\mu}(p) \hat{\delta}\left(p-p^{\prime}\right) \tag{7.78}
\end{equation*}
$$

The spin is more complicated to consider than colour, since the Pauli-Lubanski operator is a product of both the linear and angular momentum operators. This means that the $q_{*}$-dependent piece contributes to the spin and we find that the expansion is therefore given by

$$
\begin{equation*}
\Delta s_{1}^{\mu}=s_{1}^{\mu}\left(q_{*}\right)-\left\{s_{1}^{\mu}, \chi\right\}-\frac{1}{2}\left\{\chi,\left\{s_{1}^{\mu}, \chi\right\}\right\}+\cdots \tag{7.79}
\end{equation*}
$$

The first term is the spin vector of particle one evaluated at $q_{*}$, and so we can write it as

$$
\begin{equation*}
s_{1}^{\mu}\left(q_{*}\right)=\frac{1}{2 m_{A}} \epsilon^{\mu \nu \rho \sigma} q_{* \nu} S_{\rho \sigma}\left(p_{1}\right), \tag{7.80}
\end{equation*}
$$

where the spin tensor is defined as $S_{\rho \sigma}\left(p_{1}\right)=\frac{1}{m_{A}} \epsilon_{\rho \sigma \mu \nu} p_{1}^{\mu} s_{1}^{\nu}\left(p_{1}\right)$. We can input this definition to find that

$$
\begin{align*}
s_{1}^{\mu}\left(q_{*}\right) & =\frac{1}{2 m_{A}^{2}} \epsilon^{\mu \nu \rho \sigma} q_{* \nu} \epsilon_{\rho \sigma \lambda \tau} p_{1}^{\lambda} s_{1}^{\tau}\left(p_{1}\right)=\frac{1}{m_{A}^{2}}\left(\left(q_{*} \cdot p_{1}\right) s_{1}^{\mu}\left(p_{1}\right)-\left(s_{1} \cdot q_{*}\right) p_{1}^{\mu}\right)  \tag{7.81}\\
& =\frac{1}{m_{A}^{2}}\left(\left(\Delta p_{1} \cdot p_{1}\right) s_{1}^{\mu}\left(p_{1}\right)-\left(s_{1} \cdot \Delta p_{1}\right) p_{1}^{\mu}\right) .
\end{align*}
$$

We can compute the angular impulse in GR at the spin- $1 / 2 \times$ spin- 0 order by considering the lowest order eikonal phase

$$
\begin{equation*}
\chi=-\frac{2 G m_{A} m_{B}}{\sqrt{\gamma^{2}-1}}\left[\left(2 \gamma^{2}-1\right) \log \left|\frac{x_{\perp}}{L}\right|-\frac{2 \gamma}{m_{A}} \frac{\epsilon^{\mu \nu \rho \sigma} v_{A \mu} x_{\perp \nu} v_{B \rho} s_{1 \sigma}}{\left|x_{\perp}\right|^{2}}\right] . \tag{7.82}
\end{equation*}
$$

The angular impulse is given by

$$
\begin{align*}
\Delta s_{1}^{\mu} & =s_{1}^{\mu}\left(q_{*}\right)-\left\{s_{1}^{\mu}, s_{1}^{\nu}\right\} \frac{\partial \chi}{\partial s_{1}^{\nu}} \\
& =-\frac{1}{m_{A}^{2}} p_{1}^{\mu}\left(s_{1}\left(p_{1}\right) \cdot \Delta p_{1}\right)-\frac{1}{m_{A}} \epsilon^{\mu \nu \rho \sigma} \frac{\partial \chi}{\partial s_{1}^{\nu}} p_{1 \rho} s_{1 \sigma} \tag{7.83}
\end{align*}
$$

where we have used $\left\{s_{1}^{\mu}, s_{1}^{\nu}\right\}=\frac{1}{m_{A}} \epsilon^{\mu \nu \rho \sigma} p_{1 \rho} s_{1 \sigma}$. The derivative with respect to $s_{1}^{\mu}$ is given by

$$
\begin{equation*}
\frac{\partial \chi}{\partial s_{1 \alpha}}=\frac{4 G m_{B} \gamma}{\sqrt{\gamma^{2}-1}} \frac{\epsilon^{\alpha \mu \nu \rho} v_{A \mu} x_{\perp \nu} v_{B \rho}}{\left|x_{\perp}\right|^{2}} \tag{7.84}
\end{equation*}
$$

such that the angular impulse is finally

$$
\begin{equation*}
\Delta s_{1}^{\mu}=-\frac{1}{m_{A}^{2}}\left(s_{1} \cdot \Delta p_{1}\right) p_{1}^{\mu}-\frac{4 G m_{B} \gamma}{\sqrt{\gamma^{2}-1}} \frac{\epsilon^{\mu \nu \rho \delta} s_{1 \nu} v_{A \rho} \epsilon_{\sigma \alpha \beta \gamma} v_{A}^{\alpha} v_{B}^{\beta} x_{\perp}^{\gamma}}{\left|x_{\perp}\right|^{2}}, \tag{7.85}
\end{equation*}
$$

which matches the existing literature [360] and where we have dropped the higher order $\Delta p_{1} \cdot p_{1}$ term.

## Chapter 8

## Conclusion

We are only at the beginning of a new exciting adventure. The inspiral regime of the coalescence of compact objects in the sky can be conveniently described in the post-Minkowskian expansion by scattering amplitudes in the classical limit, which has offered a new perspective on the calculation of observables in general relativity. The Kosower-Maybee-O'Connell (KMOC) formalism [166] is a way to derive classical observables in the two-body scattering problem directly from amplitudes, which follows from the classical on-shell reduction of the in-in formalism, i.e. from the LSZ reduction with appropriate wavefunctions localizing the massive fields on their pointparticle trajectory as $\hbar \rightarrow 0$.

In chapter 2 we have extended this formalism to include waves, which are made of an infinite superposition of massless particles, in terms of coherent states. The waveshape $\alpha(k)$ of the coherent state determines the structure of the wave, and it is interesting to analyze it in different physical situations. For example, in section 4.1 we studied the scattering of a very sharply-localized wave off a massive particle by using the geometric optics approximation, which is relevant for the light deflection around a massive compact body. But we can also derive the waveshape from the two-body scattering of a pair of massive point particles: at large distances and in the classical limit, this will be given by the five-point amplitude with one external messenger as discussed in section 4.3. Interestingly, the waveform offers a first example of a localized observable: a detector located at spatial infinity will register the deviation from an empty space, which is exactly what happens for the LIGO-VIRGO interferometers. But this is not the only localized observable we can detect: there are analogues of the global momentum and angular momentum emitted in gravitational waves, which we call collectively gravitational event shapes. These can be studied in the on-shell approach by considering a system of light-ray operators for linearized gravity near null infinity, as done in chapter 3. They offered quite interesting observables: gravitational energy event shapes are linked directly to the amplitude of the waveform and we have shown explicitly that they are infrared-finite, see section 4.5 and section 4.4 respectively. Moreover, zero-energy graviton contributions to the displacement memory are linked to the choice of the BMS frame at the amplitude level, as discussed in 4.6.

Since we know that gravitational waves are composed of many gravitons, it might be surprising to hear that only the five-point amplitude is relevant in the classical limit. What happens is that all the gravitons contribute coherently to the wave, as we have proved in section 5 and section 6 . This can be done from different perspectives, and it is useful to do so in order to understand the physics behind it. First of all, we expect on general grounds that the unitary evolution of a pure state gives a pure state, and coherent state are the only classical pure states for radiation in quantum mechanics. It is well-known how to derive exactly the final coherent state from the soft dynamics, as we also discussed in section 5.1 within the worldline formalism and in section 5.5 by using asymptotic symmetries. The challenge is extend this
to the full classical dynamics in the two-body problem. A detailed analysis of the particle distribution shows that we can study the deviation from a Poisson statistics for the emitted gravitons, as we did in section 5.4. But we can also take advantage of the uncertainty principle for the radiative field: since we expect to have only one classical field, all expectation values of product of field operators must factorize. Both approaches gave the same answer: at leading order, the six-point tree level amplitude must be classically suppressed. We have checked this in section 6.1, both by using Feynman diagrams from a convenient field redefinition of the Einstein-Hilbert action and also from a BCFW massive recursion relation, confirming thus that coherence holds at least at the lowest order in the coupling.

Exponentiation is very natural in classical physics as it follows directly from the uncertainty principle, not only in the Fock space of gravitons but also in spin space for the external massive spinning particles. Mathematically, this translates in the "zerovariance" property in the Glauber-Sudarshan representation which has an exponential as a solution as we showed in section 5.2 and section 5.3. All this evidence for coherence in the final state calls for an extension of the standard eikonal formulation with a coherent state of gravitons and with spin coherent states for the massive spinning external particles. We have carried out this program successfully in chapter 7 , where we have also explored the infinity of amplitude relations which follows as a consequence of this representation.

Finally, we conclude with some important open questions. First, we have primarily focused on the scattering case but it is known that classical equations of motion can be used also for the bound case by changing boundary conditions [66, 162-165]. It would be very exciting if both $\chi$ and $\alpha$ can be analytically continued in a similar way: this would lead to a direct, quantum-first connection between amplitudes and binary black hole physics. Second, it would be nice to have a full derivation of the conservative eikonal phase from physical principles. While in the traditional formulation a quantum remainder is present which prevents the full exponentiation of the conservative part, this might not be the case if we use a more symmetric parametrization of the external momenta for the classical trajectory [122, 139]. Last but not least, it is known that the classical description breaks down at sufficiently high energies because of quantum radiation reaction effects, which ultimately make the emitted gravitons interfere with each other [135, 136, 263, 337]. This is actually important to have a consistent resummation of radiation reaction effects, and perhaps a simpler setup where analytic calculations are possible at very high orders - like working in a fixed background - can give us some useful lessons in this direction [192, 367-372].

## Appendix A

## Review of Schwinger proper time method

In this appendix, we present a short review of the Schwinger proper time method, which allows propagators in quantum field theory can be rewritten in terms of path integrals in ordinary quantum mechanics. We set $\hbar=1$ only for this appendix, but we have restored for the application of this formalism in section 5.1. Consider first the Feynman propagator for a free scalar field of mass $m$ :

$$
\begin{equation*}
D_{F}(x-y)=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-m^{2}} e^{i k \cdot(x-y)} \tag{A.1}
\end{equation*}
$$

which satisfies the position space equation

$$
\begin{equation*}
i(\hat{H}-i \varepsilon) D_{F}(x-y)=\delta^{(d)}(x-y), \quad \hat{H}=\square+m^{2} \tag{A.2}
\end{equation*}
$$

where we have introduced the Klein-Gordon operator $\hat{H}$, which appears in the quadratic terms in the scalar field Lagrangian. Eq. (A.2) corresponds to the well-known fact that the propagator is associated with the inverse of the operator $\hat{H}$, and we may formally write

$$
\begin{equation*}
-i(\hat{H}-i \varepsilon)^{-1}=\int_{0}^{\infty} d T e^{-i T(\hat{H}-i \varepsilon)} \tag{A.3}
\end{equation*}
$$

where the $i \varepsilon$ prescription guarantees convergence of the integral, and $T$ is conventionally called a Schwinger parameter. The integral in eq. (A.3) contains the operator

$$
\begin{equation*}
\hat{U}(T)=e^{-i \hat{H} T}, \tag{A.4}
\end{equation*}
$$

and if we interpret $T$ as a time variable. this has the known form of the evolution operator in quantum mechanics where $\hat{H}$ is the Hamiltonian, given by

$$
\begin{equation*}
\hat{H}=-\hat{p}^{2}+m^{2} . \tag{A.5}
\end{equation*}
$$

We can introduce a Hilbert space of states on which this Hamiltonian acts. Complete sets are provided by the position or momentum states $\{|x\rangle\}$ or $\{|p\rangle\}$ (eigenstates of $\hat{x}$ and $\hat{p}$ respectively). Consider the evolution operator sandwiched between a state of given initial position and final momentum. For a small time separation $\delta T$, one finds

$$
\begin{equation*}
\langle p| e^{-i \hat{H} \delta T}|x\rangle=e^{-i H \delta T+\mathcal{O}\left(\delta T^{2}\right)}\langle p \mid x\rangle, \tag{A.6}
\end{equation*}
$$

where $H$ denotes the replacement of the position and momentum operators in $\hat{H}$ with their corresponding eigenvalues. Note that, strictly speaking, we must ensure that the Hamiltonian is first written in Weyl-ordered form, such that all momentum operators
appear to the left of all position ones. This is not an issue for the Hamiltonian of eq. (A.5), but will be relevant when a gauge field is included. The above simple result applies only for small time separations. For a large time separation $T$, one may divide the time interval into $N$ steps

$$
\begin{equation*}
\delta T=\frac{T}{N} \tag{A.7}
\end{equation*}
$$

where the limit $N \rightarrow \infty$ will eventually be taken. Then we may introduce a complete set of intermediate position and momentum states at each time-step, so that the matrix element of the evolution operator between a final momentum state $\left|p_{f}\right\rangle$ and initial position state $\left|x_{i}\right\rangle$ becomes

$$
\begin{align*}
\left\langle p_{f}\right| e^{-i \hat{H} T}\left|x_{i}\right\rangle & =\int \mathrm{d} x_{1} \ldots \mathrm{~d} x_{N} \int \mathrm{~d} p_{0} \ldots \mathrm{~d} p_{N-1}\left\langle p_{f}\right| e^{-i \hat{H} \delta t}\left|x_{N}\right\rangle \\
& \times\left\langle x_{N} \mid p_{N-1}\right\rangle\left\langle p_{N-1}\right| e^{-i \hat{H} \delta t}\left|x_{N-1}\right\rangle\left\langle x_{N-1} \mid p_{N-2}\right\rangle\left\langle p_{N-2}\right| e^{-i \hat{H} \delta t}\left|x_{N-2}\right\rangle \ldots \\
& \times\left\langle x_{1} \mid p_{0}\right\rangle\left\langle p_{0}\right| e^{-i \hat{H} \delta t}\left|x_{i}\right\rangle \tag{A.8}
\end{align*}
$$

Introducing the notation $x_{0} \equiv x_{i}, p_{N} \equiv p_{f}$ for the fixed boundary conditions, we can write the previous equation more succinctly as

$$
\begin{align*}
\left\langle p_{f}\right| e^{-i \hat{H} T}\left|x_{i}\right\rangle & =\int \mathrm{d} x_{1} \ldots \int \mathrm{~d} x_{N} \int \mathrm{~d} p_{0} \ldots \mathrm{~d} p_{N-1} \exp \left[-i \sum_{k=0}^{N} H\left(p_{k}, x_{k}\right) \delta T\right] \\
& \times \prod_{k=0}^{N}\left\langle p_{k} \mid x_{k}\right\rangle \prod_{k=0}^{N-1}\left\langle x_{k+1} \mid p_{k}\right\rangle  \tag{A.9}\\
& =\int \mathrm{d} x_{1} \ldots \int \mathrm{~d} x_{N} \int \mathrm{~d} p_{0} \ldots \mathrm{~d} p_{N-1} \exp \left[-i \sum_{k=0}^{N} H\left(p_{k}, x_{k}\right) \delta T\right] \\
& \times\left[\prod_{k=0}^{N-1} \exp \left(i \frac{p_{k} \cdot\left(x_{k+1}-x_{k}\right)}{\delta T} \delta T\right)\right] e^{-i p_{f} \cdot x_{N}}
\end{align*}
$$

where in the second line we have used that the inner product of position and momentum states gives

$$
\begin{equation*}
\langle x \mid p\rangle=e^{-i p \cdot x} \tag{A.10}
\end{equation*}
$$

We have written eq. (A.9) in a form such that its continuum limit $N \rightarrow \infty$ - eq. (5.5) - may be straightforwardly recognised.

This has the form of a double path integral in position and momentum, subject to the boundary conditions we imposed above. With further manipulations, eq. (5.5) can be related to the usual expression for the evolution operator sandwiched between two position states:

$$
\begin{equation*}
\left\langle x_{f}\right| e^{-i \hat{H} T}\left|x_{i}\right\rangle=\int_{x(0)=x_{i}}^{x(T)=x_{f}} \mathcal{D} x \exp \left[i \int_{0}^{T} \mathrm{~d} t L(x, \dot{x})\right] \tag{A.11}
\end{equation*}
$$

where $L(x, \dot{x})$ is the Lagrangian ${ }^{1}$. We have here considered a free particle, but the extension to a particle in a background gauge field is straightforward: one simply replaces the Hamiltonian of eq. (A.5) with the corresponding quadratic operator when a gauge field is present, as in eq. (5.6).
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## Appendix B

## Shear-inclusive ANEC and Raychaudhuri equation

The connection of the ANEC operator and its expectation value with causality properties of the underlying quantum field theory is well-known [373]. A congruence of null (complete, achronal) geodesics obeys Raychaudhuri equation

$$
\begin{equation*}
\frac{\mathrm{d} \Theta}{\mathrm{~d} \lambda}=-\frac{1}{2} \Theta^{2}-\sigma_{\mu \nu} \sigma^{\mu \nu}-8 \pi G T_{\mu \nu}^{\mathrm{matter}} k^{\mu} k^{\nu} \tag{B.1}
\end{equation*}
$$

where $\lambda$ is the affine parameter, $\Theta=\frac{1}{A} \frac{\mathrm{~d} A 1}{\mathrm{~d} \lambda}$ is the expansion, $\sigma_{\mu \nu}$ is the shear and $k^{\mu}$ is a null vector of unit affine length which in our case we will take the lightsheet generator $k^{\mu}=\delta_{-}^{\mu}$. The right hand side of eq. (B.1) immediately reminds us the enlarged definition of the matter ANEC with the gravitational contribution once we integrate along the null direction of the generator, albeit here eq. (B.1) is purely classical in its nature. If we consider a generic congruence of null geodesics with starts at $\mathcal{I}^{-}$and ends on $\mathcal{I}^{+}$, one can ask how the expansion parameter changes along the congruence. Classically, the ANEC condition $T_{\mu \nu}^{\text {matter }} k^{\mu} k^{\nu} \geq 0$ implies the classical focussing theorem, that is light-rays never "anti-focus" as long as matter has positive energy. Quantum mechanically, quantum fields can developed negative energy so that we generically need a quantum version of the ANEC [374] and of the focussing theorem [375]. In general, there are problems in including quantized gravity perturbations in this story. Nevertheless, assuming we have matter minimally coupled with gravity, for a stationary null surface one can quantize $h_{\mu \nu}$ on the null surface in light-front quantization [204] and at the first order in the perturbation one can define a shearinclusive ANEC operator of the form

$$
\begin{equation*}
\mathcal{E}_{\text {shear-inclusive }}=\int \mathrm{d} \lambda\left[\frac{1}{8 \pi G} \sigma_{\mu \nu} \sigma^{\mu \nu}+T_{\mu \nu}^{\operatorname{matter}} k^{\mu} k^{\nu}\right] \tag{B.2}
\end{equation*}
$$

whose expectation value is positive definite $\left\langle\mathcal{E}^{\text {shear-inclusive }}\right\rangle \geq 0$ as it can be proved from the linearized Raychaudhuri equation [376]. The connection to our previous definition of the shear-inclusive ANEC in the Bondi gauge consists in considering the asymptotically flat region for the geodesic congruence. Indeed in such region one can define a boundary shear as the limit of the rescaled shear of the congruence on future null infinity,

$$
\begin{equation*}
\lim _{r \rightarrow+\infty} r^{2}\left[\frac{1}{8 \pi G} \sigma_{\mu \nu} \sigma^{\mu \nu}+T_{\mu \nu}^{\text {matter }} k^{\mu} k^{\nu}\right] \sim \frac{1}{32 \pi G} N_{\zeta \zeta} N^{\zeta \zeta}+\lim _{r \rightarrow \infty} r^{2} T_{v v}^{\text {matter }} \tag{B.3}
\end{equation*}
$$

as proved in $[377,378]$ in order to study asymptotic entropy bounds.
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## Appendix C

## Light-ray operators for a light-sheet in the bulk

In the general, one would like to generalize the light-ray operator definition to allow them to be localized on general light-sheets in the bulk of the spacetime. If the theory is scale invariant (i.e. for all CFT for example) then the two definitions will coincide but in general they will be different. ${ }^{1}$ To simplify our calculations, we can define

$$
\begin{equation*}
\tilde{x}_{-}:=\frac{x^{0}+x^{3}}{2} \quad \tilde{x}_{+}:=\frac{x^{0}-x^{3}}{2} \tag{C.1}
\end{equation*}
$$

so that light-sheets at fixed $\tilde{x}_{-}=$const will be parametrized by the coordinate $\tilde{x}_{+}$. It is worth noticing that as $\tilde{x}_{-} \rightarrow+\infty$ we will have $\tilde{x}_{ \pm} \rightarrow x_{ \pm}$, so that there is no ambiguity with the previous notation in appendix B. For the light-sheet defined by $\tilde{x}_{-}=c$ with $c \in \mathbb{R}$, we define the light-ray family as

$$
\begin{align*}
\mathcal{E}\left(\tilde{x}_{\perp}\right) & :=\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} T_{--}\left(\tilde{x}_{+}=c, \tilde{x}_{-}, \tilde{x}_{\perp}\right), \\
\mathcal{K}\left(\tilde{x}_{\perp}\right) & :=\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+}\left(\tilde{x}_{+}\right) T_{--}\left(\tilde{x}_{+}=c, \tilde{x}_{-}, \tilde{x}_{\perp}\right), \\
\mathcal{N}_{A}\left(\tilde{x}_{\perp}\right) & :=\left(\partial_{A} \tilde{x}^{\mu}\right) \int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} T_{-\mu}\left(\tilde{x}_{+}=c, \tilde{x}_{-}, \tilde{x}_{\perp}\right) . \tag{C.2}
\end{align*}
$$

## C.0.1 Spin 0

For a general light-sheet $c \in \mathbb{R}$ one needs to compute

$$
\begin{align*}
& T_{--}(x)=\frac{1}{4}\left(T_{00}(x)+T_{33}(x)-2 T_{03}(x)\right)=\frac{1}{4}\left(\partial_{0} \phi(x)-\partial_{3} \phi(x)\right)^{2}=\partial_{-} \phi(x) \partial_{-} \phi(x), \\
& T_{1-}(x)=\frac{1}{2}\left(T_{10}(x)-T_{13}(x)\right)=\frac{1}{2} \partial_{1} \phi(x)\left(\partial_{0} \phi(x)-\partial_{3} \phi(x)\right)=\partial_{1} \phi(x) \partial_{-} \phi(x), \\
& T_{2-}(x)=\frac{1}{2}\left(T_{20}(x)-T_{23}(x)\right)=\frac{1}{2} \partial_{2} \phi(x)\left(\partial_{0} \phi(x)-\partial_{3} \phi(x)\right)=\partial_{2} \phi(x) \partial_{-} \phi(x) . \quad \text { C. } 3 \tag{C.3}
\end{align*}
$$

[^57]The light-ray operators are then defined as

$$
\begin{align*}
\mathcal{E}_{\text {scalar }}\left(\tilde{x}_{\perp}\right) & :=\left.\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} \partial_{-} \phi(\tilde{x}) \partial_{-} \phi(\tilde{x})\right|_{\tilde{x}_{-}=c} \\
\mathcal{N}_{A, \text { scalar }}\left(\tilde{x}_{\perp}\right) & :=\left.\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} \partial_{A} \phi(\tilde{x}) \partial_{-} \phi(\tilde{x})\right|_{\tilde{x}_{-}=c} \\
\mathcal{K}_{\text {scalar }}\left(\tilde{x}_{\perp}\right) & :=\left.\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} \tilde{x}_{+} \partial_{-} \phi(\tilde{x}) \partial_{-} \phi(\tilde{x})\right|_{\tilde{x}_{-}=c} \tag{C.4}
\end{align*}
$$

It is quite remarkable that interactions drop out completely. This generically happens for scalar theories without derivative couplings and it implies some universality of the scalar light-ray algebra.

## C.0. 2 Spin 1

We have

$$
\begin{align*}
T_{--} & =\frac{1}{2} \eta^{i j}\left[\left(F_{0 i}^{a}-F_{3 i}^{a}\right)\left(F_{j 0}^{b}-F_{j 3}^{b}\right)\right] \operatorname{Tr}\left(T^{a} T^{b}\right)=\left(\partial_{-} A_{1}^{a}\right)\left(\partial_{-} A_{1}^{a}\right)+\left(\partial_{-} A_{2}^{a}\right)\left(\partial_{-} A_{2}^{a}\right) \\
T_{1-} & =F_{1 \beta}^{a} \eta^{\alpha \beta}\left(F_{\alpha 0}^{b}-F_{\alpha 3}^{b}\right) \operatorname{Tr}\left(T^{a} T^{b}\right)=\left(2 \partial_{[1} A_{2]}^{a}+g f^{a c d} A_{1}^{c} A_{2}^{d}\right)\left(\partial_{-} A_{2}^{a}\right)+2\left(\partial_{-} A_{+}^{a}\right)\left(\partial_{-} A_{1}^{a}\right) \\
T_{2-} & =F_{2 \beta}^{a} \eta^{\alpha \beta}\left(F_{\alpha 0}^{b}-F_{\alpha 3}^{b}\right) \operatorname{Tr}\left(T^{a} T^{b}\right)=\left(2 \partial_{[2} A_{1]}^{a}+g f^{a c d} A_{2}^{c} A_{1}^{d}\right)\left(\partial_{-} A_{1}^{a}\right)+2\left(\partial_{-} A_{+}^{a}\right)\left(\partial_{-} A_{2}^{a}\right) \tag{C.5}
\end{align*}
$$

where in the last line have imposed the light-cone gauge

$$
\begin{equation*}
A_{0}=A_{3} \Leftrightarrow A_{-}=0 \tag{C.6}
\end{equation*}
$$

We see that while $T_{--}(\tilde{x})$ is interaction independent in this gauge, $T_{A-}(\tilde{x})$ is not. Nevertheless, we are interested in light-ray operators where we integrate over the light-cone time $\tilde{x}_{+}$and therefore we can take advantage of the equations of motion

$$
\begin{equation*}
\mathcal{D}_{\mu} F_{-}^{\mu, a}=\partial_{-}\left[\partial_{1} A_{1}^{a}+\partial_{2} A_{2}^{a}-2 \partial_{-} A_{+}^{a}\right]+g f^{a b c}\left(A_{1}^{b} \partial_{-} A_{1}^{c}+A_{2}^{b} \partial_{-} A_{2}^{c}\right)=0 \tag{C.7}
\end{equation*}
$$

provided that we take into account possible boundary terms at $\tilde{x}_{+} \rightarrow \pm \infty$. To fix completely the gauge for the boundary contributions, we can enforce the radiation gauge where together with the light-cone condition $A_{-}=0$ we have

$$
\begin{equation*}
\left.\nabla^{\mu} A_{\mu}^{a}(x)\right|_{\mathcal{I}^{-}}=\lim _{\tilde{x}_{+} \rightarrow-\infty}\left[2 \partial_{-} A_{+}^{a}-\partial_{1} A_{1}^{a}-\partial_{2} A_{2}^{a}\right]=0 \tag{C.8}
\end{equation*}
$$

thanks to which

$$
\begin{align*}
\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} T_{1-}(\tilde{x}) & =\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+}\left[\left(\partial_{1} A_{2}^{a}-\partial_{2} A_{1}^{a}\right)\left(\partial_{-} A_{2}^{a}\right)+\left(\partial_{1} A_{1}^{a}+\partial_{2} A_{2}^{a}\right)\left(\partial_{-} A_{1}^{a}\right)\right] \\
& +\frac{1}{2} A_{1}^{a}\left[2 \partial_{-} A_{+}^{a}-\partial_{1} A_{1}^{a}-\partial_{2} A_{2}^{a}\right]_{\tilde{x}_{+} \rightarrow+\infty} \\
\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} T_{2-}(\tilde{x}) & =\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+}\left[\left(\partial_{2} A_{1}^{a}-\partial_{1} A_{2}^{a}\right)\left(\partial_{-} A_{1}^{a}\right)+\left(\partial_{1} A_{1}^{a}+\partial_{2} A_{2}^{a}\right)\left(\partial_{-} A_{2}^{a}\right)\right] \\
& +\frac{1}{2} A_{2}^{a}\left[2 \partial_{-} A_{+}^{a}-\partial_{1} A_{1}^{a}-\partial_{2} A_{2}^{a}\right]_{\tilde{x}_{+} \rightarrow+\infty} \tag{C.9}
\end{align*}
$$

The light-ray operators are then defined as

$$
\begin{align*}
\mathcal{E}_{\text {gluon }}\left(\tilde{x}_{\perp}\right) & :=\left.\sum_{i=1}^{2} \int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} \partial_{-} A_{i}^{a}(\tilde{x}) \partial_{-} A_{i}^{a}(\tilde{x})\right|_{\tilde{x}_{-}=c}, \\
\mathcal{K}_{\text {gluon }}\left(\tilde{x}_{\perp}\right) & :=\left.\sum_{i=1}^{2} \int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+} \tilde{x}_{+} \partial_{-} A_{i}^{a}(\tilde{x}) \partial_{-} A_{i}^{a}(\tilde{x})\right|_{\tilde{x}_{-}=c}, \\
\mathcal{N}_{1, \text { gluon }}\left(\tilde{x}_{\perp}\right) & :=\left.\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+}\left[\left(\partial_{1} A_{2}^{a}-\partial_{2} A_{1}^{a}\right)\left(\partial_{-} A_{2}^{a}\right)+\left(\partial_{1} A_{1}^{a}+\partial_{2} A_{2}^{a}\right)\left(\partial_{-} A_{1}^{a}\right)\right]\right|_{\tilde{x}_{-}=c} \\
& +\frac{1}{2} A_{1}^{a}\left[2 \partial_{-} A_{+}^{a}-\partial_{1} A_{1}^{a}-\partial_{2} A_{2}^{a}\right]_{\tilde{x}_{+} \rightarrow+\infty}, \\
\mathcal{N}_{2, \text { gluon }}\left(\tilde{x}_{\perp}\right) & :=\left.\int_{-\infty}^{+\infty} \mathrm{d} \tilde{x}_{+}\left[\left(\partial_{2} A_{1}^{a}-\partial_{1} A_{2}^{a}\right)\left(\partial_{-} A_{1}^{a}\right)+\left(\partial_{1} A_{1}^{a}+\partial_{2} A_{2}^{a}\right)\left(\partial_{-} A_{2}^{a}\right)\right]\right|_{\tilde{x}_{-}=c} \\
& +\frac{1}{2} A_{2}^{a}\left[2 \partial_{-} A_{+}^{a}-\partial_{1} A_{1}^{a}-\partial_{2} A_{2}^{a}\right]_{\tilde{x}_{+} \rightarrow+\infty} . \tag{C.10}
\end{align*}
$$

If we compare to the self-interacting scalar case, we see that in YM theory interactions do not affect the definition of the operators $\mathcal{E}_{\text {gluon }}\left(\tilde{x}_{\perp}\right)$ and $\mathcal{K}_{\text {gluon }}\left(\tilde{x}_{\perp}\right)$ but they appear in $\mathcal{N}_{A, \text { gluon }}\left(\tilde{x}_{\perp}\right)$ through the boundary contribution.

## Appendix D

## Poissonian distributions and coherent states

The graviton coherent states introduced in the main text can be expanded in the Fock space basis of a definite number of gravitons,

$$
\begin{equation*}
\left|\alpha^{\sigma}\right\rangle=\exp \left(-\frac{1}{2} \int \mathrm{~d} \Phi(k)\left|\alpha^{\sigma}(k)\right|^{2}\right) \sum_{n=0}^{\infty} \frac{1}{n!} \int \prod_{i=1}^{n}\left[d \Phi\left(k_{i}\right) \alpha^{\sigma}\left(k_{i}\right)\right]\left|k_{1}^{\sigma} \ldots k_{n}^{\sigma}\right\rangle \tag{D.1}
\end{equation*}
$$

and a direct calculation of the probability of detecting $n$ gravitons with helicity $\sigma^{\prime}$ gives

$$
\begin{equation*}
P_{n}^{\sigma^{\prime}}:=\delta_{\sigma \sigma^{\prime}} \exp \left(-\int \mathrm{d} \Phi(k)\left|\alpha^{\sigma}(k)\right|^{2}\right) \frac{1}{n!}\left(\int \mathrm{d} \Phi(k)\left|\alpha^{\sigma}(k)\right|^{2}\right)^{n} \tag{D.2}
\end{equation*}
$$

which corresponds exactly to Poissonian statistics. A straightforward calculation of the mean and the variance in a coherent state gives

$$
\begin{equation*}
\mu_{\alpha^{\sigma}}=\Sigma_{\alpha^{\sigma}}=\int \mathrm{d} \Phi(k)\left|\alpha^{\sigma}(k)\right|^{2} \tag{D.3}
\end{equation*}
$$

Poissonian statistics are equivalent to having a coherent state, as can be seen by computing $P_{n}^{\sigma^{\prime}}$ for a generic probability distribution in the Glauber-Sudarshan representation,

$$
\begin{equation*}
\operatorname{Tr}\left(P_{n}^{\sigma^{\prime}}\right)_{\rho_{\text {radiation, } \mathrm{GS}}}=\sum_{\sigma= \pm} \int \mathcal{D}^{2} \alpha^{\sigma} \mathcal{P}^{\sigma}(\alpha) P_{n}^{\sigma} \tag{D.4}
\end{equation*}
$$

which requires $\mathcal{P}^{\sigma}(\alpha)=\delta^{2}\left(\alpha^{\sigma}-\alpha_{\star}^{\sigma}\right)$ to match the Poissonian distribution.
In classical physics, however, we can have more general statistics for the classical radiation field. In particular, the variance of the distribution can be greater than the mean, ${ }^{1}$

$$
\begin{equation*}
\mu_{\rho}<\Sigma_{\rho} \tag{D.5}
\end{equation*}
$$

which defines the so-called super-Poissonian statistics. This applies, for example, to thermal classical distributions. In our case, as discussed in the main text, the fact that we are working with pure states that are evolved with a unitary map suggests that all the classical states will have to obey the minimum uncertainty principle [166].

[^58]
## Appendix E

## Projection in the plane of scattering in the eikonal approach

The relation between the eikonal impact parameter $x_{\perp}^{\mu}$ and $b^{\mu}$ can be stated clearly by first introducing some notation. Let us define the following four-vectors in momentum space

$$
\left\{\begin{array}{l}
e_{0}^{\mu} \equiv N_{0}\left(\tilde{p}_{1}^{\mu}+\tilde{p}_{2}^{\mu}\right)  \tag{E.1}\\
e_{q}^{\mu} \equiv N_{q}\left(\tilde{p}_{1}^{\mu}-\tilde{p}_{2}^{\mu}\right)-N_{0 q}\left(\tilde{p}_{1}^{\mu}+\tilde{p}_{2}^{\mu}\right)
\end{array}\right.
$$

where the normalization factors $N_{0}, N_{q}$ and $N_{0 q}$ are fixed by requiring $e_{0}^{2}=1, e_{q}^{2}=-1$ and $e_{0} \cdot e_{q}=0$. By definition of $x_{\perp}^{\mu}$, the following identities hold:

$$
\begin{equation*}
e_{0} \cdot x_{\perp}=0 \quad, \quad e_{q} \cdot x_{\perp}=0 \tag{E.2}
\end{equation*}
$$

As a consequence, we can write the projection of $x^{\mu}$ on the plane orthogonal to $\tilde{p}_{1}^{\mu}$ and $\tilde{p}_{2}^{\mu}$ as

$$
\begin{equation*}
x_{\perp}^{\mu}=x^{\mu}-\left(x \cdot e_{0}\right) e_{0}^{\mu}+\left(x \cdot e_{q}\right) e_{q}^{\mu} \tag{E.3}
\end{equation*}
$$

where the different signs in the the last two terms are a consequence of $e_{0}^{\mu}$ being timelike while $e_{q}^{\mu}$ space-like. Using eq. (E.3) we can easily compute some of the derivatives involved in the evaluation of the stationary phase on $x^{\mu}$ such as

$$
\begin{equation*}
\frac{\partial x_{\perp}^{2}}{\partial x_{\mu}}=2 x_{\perp, \nu}\left(\eta^{\mu \nu}-e_{0}^{\mu} e_{0}^{\nu}+e_{q}^{\mu} e_{q}^{\nu}\right)=2 x_{\perp}^{\mu} \tag{E.4}
\end{equation*}
$$

Another example where the use of eq. (E.3) is useful is when we apply the stationary phase for the integral over $q^{\mu}$. In this case, the stationary condition for $q^{\mu}$ can be expressed as

$$
\begin{equation*}
x^{\mu}=b^{\mu}+\left.q_{\nu, *} \frac{\partial x_{\perp}^{\nu}}{\partial q_{\mu}}\right|_{q=q_{*}} \tag{E.5}
\end{equation*}
$$

where $q_{*}^{\mu}$ satisfies the stationary phase condition on $x^{\mu}$ given by $q_{*}^{\mu}=-2 \chi^{\prime}\left(x_{\perp}\right) x_{\perp}^{\mu}$. One of the advantages in the definition in eq. (E.1) of $e_{0}^{\mu}$ is that it is $q^{\mu}$ independent so that the previous stationary condition can be expressed as

$$
\begin{equation*}
x^{\mu}=b^{\mu}+\left.q_{\nu, *} \frac{\partial}{\partial q_{\mu}}\left[\left(x \cdot e_{q}\right) e_{q}^{\nu}\right]\right|_{q=q_{*}} \tag{E.6}
\end{equation*}
$$

Since $q_{*}^{\mu}$ is parallel to $x_{\perp}^{\mu}$, we know that $q_{*} \cdot e_{q} \propto x_{\perp} \cdot e_{q}=0$, and so eq. (E.6) simplifies to

$$
\begin{equation*}
x^{\mu}=b^{\mu}+\left.q_{\nu, *}\left(x \cdot e_{q}\right) \frac{\partial e_{q}^{\nu}}{\partial q_{\mu}}\right|_{q=q_{*}} \tag{E.7}
\end{equation*}
$$

The remaining derivative can be easily performed using the definition of $e_{q}^{\mu}$. The result is

$$
\begin{equation*}
\left.q_{\nu} \frac{\partial e_{q}^{\nu}}{\partial q_{\mu}}\right|_{q=q_{*}}=-\left.\left(N_{q} q^{\mu}\right)\right|_{q=q_{*}} . \tag{E.8}
\end{equation*}
$$

We can then write the eikonal impact parameter as

$$
\begin{equation*}
x_{\perp}^{\mu}=b^{\mu}-\left(x \cdot e_{0}\right) e_{0}^{\mu}-\left.\left[\left(x \cdot e_{q}\right) N_{q} q^{\mu}\right]\right|_{q=q_{*}}+\left.\left[\left(x \cdot e_{q}\right) e_{q}^{\mu}\right]\right|_{q=q_{*}} . \tag{E.9}
\end{equation*}
$$

The scalar products $x \cdot e_{0}$ and $x \cdot e_{q}$, which can be viewed as Lagrange multipliers for the phase which we are minimizing, are fixed by requiring the eikonal impact parameter to be orthogonal to $e_{0}^{\mu}$ and $e_{q}^{\mu}$. A straightforward calculation gives

$$
\begin{equation*}
x_{\perp}^{\mu}=b^{\mu}-\left.\left[\left(e_{q} \cdot b\right)\left(N_{q} q^{\mu}-e_{q}^{\mu}\right)\right]\right|_{q=q_{*}} . \tag{E.10}
\end{equation*}
$$

Expressing $e_{q}^{\mu}$ in terms of $p_{1}^{\mu}, p_{2}^{\mu}$ and $q^{\mu}$ we obtain

$$
\begin{equation*}
x_{\perp}^{\mu}=b^{\mu}-\left.\left[\left(e_{q} \cdot b\right)\left[N_{0 q}\left(p_{1}^{\mu}+p_{2}^{\mu}\right)-N_{q}\left(p_{1}^{\mu}-p_{2}^{\mu}\right)\right]\right]\right|_{q=q_{*}} \tag{E.11}
\end{equation*}
$$

which agrees - when evaluated in the center of mass frame - with the expression for the eikonal impact parameter in eq. (7.17), where $\tilde{N}_{q}=-\left(e_{q} \cdot b\right) N_{q}$ and $\tilde{N}_{0 q}=$ $\left(e_{q} \cdot b\right) N_{0 q}$.

## Appendix F

## Unitarity of the final state in the eikonal approach

After stationary phase in $q^{\mu}$ and $x^{\mu}$, the final state in the conservative sector is

$$
\begin{equation*}
S|\psi\rangle=\int \mathrm{d} \Phi\left(p_{1}^{\prime}, p_{2}^{\prime}\right)\left|p_{1}^{\prime} p_{2}^{\prime}\right\rangle e^{i q_{*}(s) \cdot x_{*}(s) / \hbar} e^{i \chi\left(x_{*, \perp}(s) ; s\right) / \hbar} \psi_{b}\left(p_{1}^{\prime}-q_{*}(s), p_{2}^{\prime}+q_{*}(s)\right), \tag{F.1}
\end{equation*}
$$

where $q_{*}(s)$ and $x_{*}(s)$ are solutions of the stationary phase condition depending on the Mandelstam variable $s=\left(p_{1}^{\prime}+p_{2}^{\prime}\right)^{2}$. To check unitarity of the final state we can proceed by computing

$$
\begin{equation*}
\langle\psi| S^{\dagger} S|\psi\rangle=\int \mathrm{d} \Phi\left(p_{1}, p_{2}\right)\left|\psi\left(p_{1}-q_{*}(s), p_{2}+q_{*}(s)\right)\right|^{2}, \tag{F.2}
\end{equation*}
$$

where we have dropped the subscript $b$ from the wavepacket, and the prime indices on the momenta. We then introduce the following change of variable

$$
\left\{\begin{array}{l}
P_{1}^{\mu}=p_{1}^{\mu}-q_{*}^{\mu}(s)  \tag{F.3}\\
P_{2}^{\mu}=p_{2}^{\mu}+q_{*}^{\mu}(s) .
\end{array}\right.
$$

Due to the dependence of $q_{*}(s)$ on $s$, we obtain the Jacobian determinant of eq. (F.3) as well as a dependence in the conserving momentum Dirac delta on $q_{*}(s)$

$$
\begin{gather*}
\langle\psi| S^{\dagger} S|\psi\rangle=\int \hat{\mathrm{d}}^{4} P_{1} \hat{\mathrm{~d}}^{4} P_{2} \hat{\delta}^{(+)}\left(P_{1}^{2}-m_{A}^{2}+2 P_{1} \cdot q_{*}+q_{*}^{2}\right) \hat{\delta}^{(+)}\left(P_{2}^{2}-m_{B}^{2}-2 P_{2} \cdot q_{*}+q_{*}^{2}\right) \\
\times\left|\operatorname{det} J\left(P_{1}, P_{2}\right)\right|\left|\psi\left(P_{1}, P_{2}\right)\right|^{2} . \tag{F.4}
\end{gather*}
$$

At first sight, these two additional contributions seem to spoil the unitarity of the final state. However, a closer look reveals that this is not the case. First of all, the Dirac delta functions are trivial as a consequence of $e_{0} \cdot q_{*}=e_{q} \cdot q_{*}=0$ :

$$
\begin{equation*}
2 P_{1} \cdot q_{*}+q_{*}^{2}=0 \quad, \quad 2 P_{2} \cdot q_{*}-q_{*}^{2}=0 . \tag{F.5}
\end{equation*}
$$

As for the Jacobian determinant, this can be evaluated in $\left(p_{1}, p_{2}\right)$ variables as

$$
\begin{align*}
\left|\operatorname{det} J\left(P_{1}, P_{2}\right)\right|\left(p_{1}, p_{2}\right)= & 1+\operatorname{Tr}\left(\frac{\partial q_{*}^{\mu}(s)}{\partial p_{2}^{\nu}}-\frac{\partial q_{*}^{\mu}(s)}{\partial p_{1}^{\nu}}\right)  \tag{F.6}\\
& =1+\operatorname{Tr}\left(\frac{\partial q_{*}^{\mu}(s)}{\partial s} \frac{\partial s}{\partial p_{2}^{\nu}}-\frac{\partial q_{*}^{\mu}(s)}{\partial s} \frac{\partial s}{\partial p_{1}^{\nu}}\right) .
\end{align*}
$$

Since the derivative of the Mandelstam variable $s$ is symmetric with respect to $p_{1}$ and $p_{2}$, we can conclude that eq. (F.6) is indeed equal to one. Thus,

$$
\begin{equation*}
\langle\psi| S^{\dagger} S|\psi\rangle=\int \mathrm{d} \Phi\left(P_{1}, P_{2}\right)\left|\psi\left(P_{1}, P_{2}\right)\right|^{2}=1 \tag{F.7}
\end{equation*}
$$

as expected.

## Appendix G

## Explicit six-point tree amplitude calculation in scalar QED

We now compute the leading contribution in $\hbar$ of the six-point tree amplitude. We will discuss the computation explicitly in electromagnetism, and explain only the mechanism for cancellation of apparent excess powers of $\hbar$ in gravity.

Suppose particle 1 has charge $Q_{1}$ while particle 2 has charge $Q_{2}$. Then there are three gauge-invariant six-point tree partial amplitudes:

$$
\begin{equation*}
\mathcal{A}_{6}^{(0)}\left(p_{1}+q_{1}, p_{2}+q_{2} \rightarrow p_{1}, p_{2}, k\right)=Q_{1}^{3} Q_{2} A_{(3,1)}+Q_{1}^{2} Q_{2}^{2} A_{(2,2)}+Q_{1} Q_{2}^{3} A_{(1,3)} \tag{G.1}
\end{equation*}
$$

The "charge-ordered" partial amplitudes $A_{(3,1)}, A_{(2,2)}$, and $A_{(1,3)}$ are analogues of color-ordered amplitudes in gauge theory, which motivates our choice of notation.

Evidently there can be no cancellation of powers of $\hbar$ between these partial amplitudes because of the different powers of the charges. Thus the problem reduces to computing the leading-in- $\hbar$ terms in these amplitudes. There are two partial amplitudes to consider, since $A_{(1,3)}$ can be obtained from $A_{(3,1)}$ by trivially swapping the labels 1 and 2.

We have performed two separate computations of these partial amplitudes. Firstly, we made use of standard automated tools to directly compute the amplitude in full detail. Specifically, we used FeynArt [379] to create a model for scalar QED, extracting the Feynman rules directly from the Lagrangian. FeynCalc [380, 381] can automatically generate all the topologies relevant for the calculation of $\mathcal{A}_{6}^{(0)}$. There are 42 diagrams to be computed, and FeynCalc provided direct automatic expressions for each of these. We processed our expressions further in Mathematica with the tensor package xAct [317], which help to extract the classical limit. The final result for $\mathcal{A}_{6,0}^{(0)}$ is of order $\hbar^{-4}$.

To gain further insight we performed a separate computation of the partial amplitudes $A_{(3,1)}$ and $A_{(2,2)}$ in a convenient gauge which greatly reduced the labour necessary to see that two powers of $\hbar$ cancel. The gauge we chose (referring to the momentum routing in equation (G.1)) is

$$
\begin{equation*}
p_{1} \cdot \varepsilon\left(k_{i}\right)=0 \text { for } i=1,2 \tag{G.2}
\end{equation*}
$$

where $p_{1}$ is the momentum of particle 1 while $k_{i}$ is the outgoing momentum of photon $i$.

The effect of this choice is twofold; it removes many diagrams from the calculation and those that remain get an $\hbar$ enhancement from each emission vertex. For example, consider $A_{(3,1)}$ : in this case, the emitted photon is radiated from particle 1. With our momentum labelling convention the emission vertices will produce factors of the form $\left(2 p_{1}+\hbar \bar{Q}\right) \cdot \varepsilon\left(k_{i}\right)$, where $\bar{Q}$ is some combination of wavenumbers. The first part vanishes





Figure G.1: Diagrams in $Q_{1}^{3} Q_{2}$ sector.
leaving only the $\hbar$ enhanced $\varepsilon\left(k_{i}\right) \cdot \bar{Q}$ term. Any diagram with a photon emitted from the outgoing line of particle 1 vanishes, as it is proportional to $\left(2 p_{1}+\hbar \bar{k}_{i}\right) \cdot \varepsilon\left(k_{i}\right)=0$. In what follows we will write $\varepsilon\left(k_{i}\right)=\varepsilon_{i}$. We will also suppress the $i \epsilon$ factors in the propagators ${ }^{1}$; they all implicitly come with $+i \epsilon$. Finally we will refer to each diagram contributing to the amplitude by, for example, $D(3,1)$ so that

$$
\begin{equation*}
i A_{(3,1)}=i D_{(3,1) c u b i c}+i D_{(3,1) q u a r t i c} \tag{G.3}
\end{equation*}
$$

Some of the sub-amplitudes are given by a single diagram, whereas others are made up of multiple diagrams.

Our gauge choice is most powerful in the case of $A_{(3,1)}$, so we discuss this case in most detail. The Feynman diagrams that constitute this amplitude can be split into 3 classes: the first involves single photon emissions coming from cubic vertices, the second has precisely one photon emitted into the final state from a quartic vertex, while the third class has two photons emitted from the same quartic vertex. These classes are shown in Fig. G.1, after removing diagrams which vanish by gauge choice. The first diagram is an example of the first class, the second an example of the second class and the last two diagrams are in the third class.

We choose a particular ordering of $k_{1}$ and $k_{2}$ for the calculation, and include the permuted case by swapping $k_{1} \leftrightarrow k_{2}$. For the first class there is a single diagram to compute after gauge fixing, and it is trivial to write down the leading term in the amplitude and see that it has the desired scaling. This diagram is

$$
\begin{align*}
\left.D_{(3,1)}\right|_{\text {cubic }} & =\frac{1}{\hbar^{4} \bar{q}_{2}^{2}}\left[\frac{2\left(\varepsilon_{2} \cdot \bar{q}_{1}\right)\left(\varepsilon_{1} \cdot\left(2 \bar{q}_{1}-\bar{k}_{2}\right)\right)\left(2 p_{2}+\hbar \bar{q}_{2}\right) \cdot\left(2 p_{1}-\hbar \bar{q}_{2}\right)}{\left(-2 p_{1} \cdot \bar{q}_{2}+\hbar \bar{q}_{2}^{2}\right)\left(2 p_{1} \cdot\left(\bar{q}_{1}-\bar{k}_{1}\right)+\hbar\left(\bar{q}_{1}-\bar{k}_{1}\right)^{2}\right)}\right] \\
& =\frac{1}{\hbar^{4} \bar{q}_{2}^{2}}\left[\frac{4 p_{1} \cdot p_{2}\left(\varepsilon_{2} \cdot \bar{q}_{1}\right)\left(\varepsilon_{1} \cdot\left(2 \bar{q}_{1}-\bar{k}_{2}\right)\right)}{2\left(-p_{1} \cdot \bar{q}_{2}\right)\left(p_{1} \cdot\left(\bar{q}_{1}-\bar{k}_{1}\right)\right.}+\mathcal{O}(\hbar)\right]  \tag{G.4}\\
& =\frac{2 p_{1} \cdot p_{2}}{\hbar^{4} \bar{q}_{2}^{2}}\left[\frac{\left(\varepsilon_{2} \cdot \bar{q}_{1}\right)\left(\varepsilon_{1} \cdot\left(\bar{q}_{1}-\bar{q}_{2}\right)\right)}{\left(p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)\left(p_{1} \cdot \bar{k}_{1}\right)}\right]+\mathcal{O}\left(\hbar^{-3}\right) .
\end{align*}
$$

We used momentum conservation $q_{1}+q_{2}=k_{1}+k_{2}$ to write our expressions in terms of just the $k_{i}$ or the $q_{i}$. The choice here is most natural for obtaining a similarly simple expression for the amplitude with $k_{1}$ and $k_{2}$ swapped.

The second class is actually tractable without fixing a gauge, as there is only a single cancellation to show. However with our gauge fixing this class becomes trivial, and there is only a single diagram to compute. This is

$$
\begin{equation*}
\left.D_{(3,1)}\right|_{c u b i c / q u a r t i c}=\frac{4\left(p_{2} \cdot \varepsilon_{2}\right)\left(\bar{q}_{1} \cdot \varepsilon_{1}\right)}{\hbar^{4} \bar{q}_{2}^{2} p_{1} \cdot \bar{k}_{1}} \tag{G.5}
\end{equation*}
$$

[^59]The final class is unaffected by our choice of gauge as it is proportional to $\varepsilon_{1} \cdot \varepsilon_{2}$. After gauge fixing this is naively $\hbar^{-5}$, so we must find a single cancellation. The mechanism of the cancellation is identical to the case of the five-point tree amplitude. This is done in $[95,166]$, but we shall review it here for completeness. The key step is to make use of the on-shell conditions

$$
\begin{equation*}
\left(p_{1}+q_{1}\right)^{2}=m_{A}^{2}, \quad\left(p_{2}+q_{2}\right)^{2}=m_{B}^{2} \tag{G.6}
\end{equation*}
$$

which allows us, after the $\hbar$ rescaling, to replace $2 p_{i} \cdot \bar{q}_{i} \rightarrow-\hbar \bar{q}_{i}^{2}$ in the propagators. Lastly, we Taylor expand. There are two diagrams to compute which are,

$$
\begin{align*}
\left.D_{(3,1)}\right|_{\text {quartic }, 1}=-\frac{2 \varepsilon_{1} \cdot \varepsilon_{2}}{\hbar^{5} \bar{q}_{2}^{2}} & {\left[\frac{\left(2 p_{1}+\hbar\left(2 \bar{q}_{1}+\bar{q}_{2}\right)\right) \cdot\left(2 p_{2}+\hbar \bar{q}_{2}\right)}{2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)+\hbar\left(\bar{k}_{1}+\bar{k}_{2}\right)^{2}}\right] } \\
=-\frac{2 \varepsilon_{1} \cdot \varepsilon_{2}}{\hbar^{5} \bar{q}_{2}^{2}}[ & \frac{4 p_{1} \cdot p_{2}}{2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)}  \tag{G.7}\\
& \left.+\hbar\left(\frac{4 p_{2} \cdot \bar{q}_{1}+2 p_{1} \cdot \bar{q}_{2}}{2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)}-\frac{4 p_{1} \cdot p_{2}\left(\bar{k}_{1}+\bar{k}_{2}\right)^{2}}{\left(2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)^{2}}\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
\left.D_{(3,1)}\right|_{\text {quartic }, 2}=-\frac{2 \varepsilon_{1} \cdot \varepsilon_{2}}{\hbar^{5} \bar{q}_{2}^{2}} & {\left[\frac{4 p_{1} \cdot p_{2}}{-2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)}\right.} \\
& \left.+\hbar\left(\frac{4 p_{1} \cdot \bar{q}_{2}}{-2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)}+\frac{4 p_{1} \cdot p_{2}\left(\left(\bar{k}_{1}+\bar{k}_{2}\right)^{2}-\bar{q}_{1}^{2}\right)}{\left(2 p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)^{2}}\right)\right] . \tag{G.8}
\end{align*}
$$

Notice the most singular terms are equal up to a sign, and so cancel. Combining the remaining terms we obtain

$$
\begin{equation*}
\left.D_{(3,1)}\right|_{\text {quartic }}=-\frac{\varepsilon_{1} \cdot \varepsilon_{2}}{\hbar^{4} \bar{q}_{2}^{2}}\left[\frac{4\left(p_{1} \cdot p_{2}\right)\left(\bar{q}_{2} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)}{\left(p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)^{2}}+\frac{4 p_{2} \cdot \bar{q}_{1}+2 p_{1} \cdot \bar{q}_{2}}{p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)}\right] . \tag{G.9}
\end{equation*}
$$

These can be combined as $A_{(3,1)}=D_{(3,1) \text { cubic }}+D_{(3,1) \text { quartic yielding, }}$,

$$
\begin{align*}
A_{(3,1)}= & \frac{1}{\hbar^{4} \bar{q}_{2}^{2}}\left[\frac{4 p_{1} \cdot p_{2}\left(\varepsilon_{2} \cdot \bar{q}_{1}\right)\left(\varepsilon_{1} \cdot\left(\bar{q}_{1}-\bar{q}_{2}\right)\right)}{2\left(p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)\left(p_{1} \cdot \bar{k}_{1}\right)}+\frac{4 p_{1} \cdot p_{2}\left(p_{2} \cdot \varepsilon_{2}\right)\left(\bar{q}_{1} \cdot \varepsilon_{1}\right)}{p_{1} \cdot \bar{k}_{1}}\right. \\
& \left.-\left(\varepsilon_{1} \cdot \varepsilon_{2}\right)\left(\frac{4\left(p_{1} \cdot p_{2}\right)\left(\bar{q}_{2} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)}{\left(p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)\right)^{2}}+\frac{4 p_{2} \cdot \bar{q}_{1}+2 p_{1} \cdot \bar{q}_{2}}{p_{1} \cdot\left(\bar{k}_{1}+\bar{k}_{2}\right)}\right)\right]  \tag{G.10}\\
& +\left(k_{1} \leftrightarrow k_{2}\right) .
\end{align*}
$$

The story is very similar for $A_{(2,2)}$. We can split into the same 3 classes, use gauge fixing to get rid of one factor of $\hbar$ and then massage using the on-shell constraints to show the final cancellation. Here we just quote the result and give details in the
appendix. The result is

$$
\begin{aligned}
A_{(2,2)}= & \frac{4}{\hbar^{4}\left(\bar{q}_{2}-\bar{k}_{2}\right)^{2}}\left[4 \varepsilon_{1} \cdot \varepsilon_{2}+\frac{\left(\varepsilon_{1} \cdot p_{2}\right)\left(\varepsilon_{2} \cdot \bar{q}_{2}\right)}{p_{2} \cdot \bar{k}_{2}}-\frac{\left(\varepsilon_{2} \cdot p_{2}\right)\left(\varepsilon_{1} \cdot\left(\bar{q}_{2}+\bar{q}_{1}\right)\right)}{2 p_{2} \cdot \bar{k}_{2}}\right. \\
& \frac{p_{1} \cdot p_{2}\left(\varepsilon_{1} \cdot \bar{q}_{1}\right)\left(\varepsilon_{2} \cdot \bar{q}_{2}\right)}{\left(p_{2} \cdot \bar{k}_{2}\right)\left(p_{1} \cdot \bar{k}_{1}\right)}-\frac{\left(p_{1} \cdot \bar{k}_{2}\right)\left(\varepsilon_{1} \cdot \bar{q}_{1}\right)\left(\varepsilon_{2} \cdot p_{2}\right)}{\left(p_{2} \cdot \bar{k}_{2}\right)\left(p_{1} \cdot \bar{k}_{1}\right)} \\
& \left.-\frac{\left(\varepsilon_{1} \cdot p_{2}\right)\left(\varepsilon_{2} \cdot p_{2}\right)\left(\bar{q}_{2} \cdot \bar{k}_{2}\right)}{\left(p_{2} \cdot \bar{k}_{2}\right)^{2}}-\frac{p_{1} \cdot p_{2}\left(\varepsilon_{1} \cdot \bar{q}_{1}\right)\left(\varepsilon_{2} \cdot p_{2}\right) \bar{q}_{2} \cdot \bar{k}_{2}}{\left(p_{2} \cdot \bar{k}_{2}\right)^{2}\left(p_{1} \cdot \bar{k}_{1}\right)}\right] \\
& +\left(k_{1} \leftrightarrow k_{2}\right) .
\end{aligned}
$$

Finally $A_{(1,3)}$ can be obtained by swapping the labels $1 \leftrightarrow 2$ in the expression for $A_{(3,1)}$ (written in the gauge where $p_{2} \cdot \varepsilon_{i}=0$. Of course the partial amplitudes themselves are gauge-invariant.) In all cases, the $\hbar$ scaling is as required from negligible variance.

## Appendix H

## One loop factorisation of the five-point amplitude in scalar QED

We now turn to verifying eq. (4.66). For simplicity we focus on the case of scalar QED, though the general nature of our arguments indicates that the result should also hold in gravity and in Yang-Mills theory. In order to keep the computational labour to the minimum necessary, we take advantage of lessons we learned in the context of the six-point tree amplitude in appendix H. First, we note that the scalar QED fivepoint amplitudes can be reduced to gauge-invariant partial amplitudes analogous to colour-ordered amplitudes in Yang-Mills theory. In particular we write

$$
\begin{align*}
\mathcal{A}_{4,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+w_{1}, p_{2}+w_{2}\right) & =Q_{1} Q_{2} A_{(1,1)}, \\
\mathcal{A}_{5,0}^{(0)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k\right) & =Q_{1} Q_{2}^{2} A_{(1,2)}+Q_{1}^{2} Q_{2} A_{(2,1)},  \tag{H.1}\\
\mathcal{A}_{5,0}^{(1)}\left(p_{1}, p_{2} \rightarrow p_{1}+q_{1}, p_{2}+q_{2}, k\right) & =Q_{1}^{2} Q_{2}^{3} A_{(2,3)}+Q_{1}^{3} Q_{2}^{2} A_{(3,2)} .
\end{align*}
$$

In view of the symmetry between $A_{2,3}$ and $A_{3,2}$ we may compute just one choice: we choose to focus on the charge sector $Q_{1}^{2} Q_{2}^{3}$.

Second, we find it useful to choose an explicit gauge, namely

$$
\begin{equation*}
\varepsilon_{\sigma}(\bar{k}) \cdot p_{2}=0 . \tag{H.2}
\end{equation*}
$$

This choice drastically reduces the relevant number of terms in the $\hbar$ expansion. It is trivial to determine the tree partial amplitudes in this gauge, which are

$$
\begin{equation*}
A_{(1,1)}=e^{2} \frac{4 p_{1} \cdot p_{2}}{\bar{w}_{1}^{2}} \tag{H.3}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{(1,2)}=\frac{4 e^{3}}{\bar{q}_{1}^{2}}\left(p_{1} \cdot \varepsilon_{\sigma}(k)+\frac{p_{1} \cdot p_{2} \varepsilon_{\sigma}(k) \cdot \bar{q}_{1}}{p_{2} \cdot \bar{k}}\right) . \tag{H.4}
\end{equation*}
$$

The anatomy of eq. (4.66) is that the leading-in- $\hbar$ fragment of the one-loop fivepoint amplitude $A_{(2,3)}$ will organise itself into a product of $A_{(1,1)}$ times the four terms that constitute $A_{(1,2)}$. Our strategy will be to isolate these terms one by one. Let us start gathering the relevant diagrams of $A_{(2,3)}$. At one loop, and in the classical limit, we need to consider the transfer expansion of the following five-point diagrams with a photon emitted in the final state:


Figure H.1: Momentum routing for the pentagon contribution to the five-point one-loop amplitude.



The ellipsis indicate purely quantum diagrams which are not relevant for us.
As in appendix $H$ we tidy our expressions up by making use of the on-shell conditions. Using the momentum labelling in the figure above these read

$$
\begin{equation*}
p_{1} \cdot \bar{q}_{1}=p_{2} \cdot \bar{q}_{2}=\mathcal{O}(\hbar) \tag{H.5}
\end{equation*}
$$

Keeping this in mind we start to compute the diagrams. It is helpful to compute the first six diagrams in the figure above, which involve only three-point vertices, separately from the rest of the diagrams (which involved contact four-point vertices). We therefore write

$$
\begin{equation*}
A_{(2,3)}=A_{(2,3)}^{3 \mathrm{pt}}+A_{(2,3)}^{4 \mathrm{pt}} \tag{H.6}
\end{equation*}
$$

We focus first on the six diagrams which constitute $A_{(2,3)}^{3 \mathrm{pt}}$. For clarity, let us begin by describing the contribution from the pentagon diagram, in our gauge of eq. (H.2) in detail. We choose the momentum routing shown in Fig. H.1. On the support of the momentum-conserving delta function $\hat{\delta}^{4}\left(q_{1}+q_{2}+k\right)$, its contribution to $A_{(2,3)}$ is

$$
\begin{equation*}
i e^{5} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}} \frac{\left(4 p_{1} \cdot p_{2}\right)^{2}\left(-2 \varepsilon_{\sigma}(k) \cdot \bar{l}\right)}{\left(2 p_{1} \cdot \bar{l}\right)\left(-2 p_{2} \cdot \bar{l}\right)\left(-2 p_{2} \cdot(\bar{k}+\bar{l})\right)} . \tag{H.7}
\end{equation*}
$$

The sum of the cubic diagrams yields

$$
\begin{align*}
A_{(2,3)}^{3 \mathrm{pt}} & =i e^{5} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}}\left(4 p_{1} \cdot p_{2}\right)^{2} \\
& \times\left(\frac{-2 \varepsilon_{\sigma}(k) \cdot \bar{l}}{\left(2 p_{1} \cdot \bar{l}\right)\left(-2 p_{2} \cdot \bar{l}\right)\left(-2 p_{2} \cdot(\bar{k}+\bar{l})\right)}-\frac{2 \varepsilon_{\sigma}(k) \cdot \bar{q}_{1}}{\left(2 p_{1} \cdot \bar{l}\right)\left(-2 p_{2} \cdot \bar{l}\right)\left(2 p_{2} \cdot \bar{k}\right)}\right.  \tag{H.8}\\
& \left.+\frac{2 \varepsilon_{\sigma}(k) \cdot\left(\bar{l}-\bar{q}_{1}\right)}{\left(2 p_{1} \cdot \bar{l}\right)\left(2 p_{2} \cdot(\bar{k}+\bar{l})\right)\left(2 p_{2} \cdot \bar{l}\right)}-\frac{2 \varepsilon_{\sigma}(k) \cdot \bar{q}_{1}}{\left(2 p_{1} \cdot \bar{l}\right)\left(2 p_{2} \cdot(\bar{k}+\bar{l})\right)\left(2 p_{2} \cdot \bar{k}\right)}\right) .
\end{align*}
$$

Note that the signs in the linearised propagators are important! We use them to indicate the hidden $i \epsilon$ 's,

$$
\begin{equation*}
\frac{1}{ \pm p \cdot \bar{l}} \equiv \frac{1}{ \pm p \cdot \bar{l}+i \epsilon} \neq \pm \frac{1}{p \cdot \bar{l}}=\frac{1}{ \pm p \cdot \bar{l} \pm i \epsilon} \tag{H.9}
\end{equation*}
$$

which allows us to make use of the following identity

$$
\begin{equation*}
-i \hat{\delta}(p \cdot \bar{l})=\frac{1}{p \cdot \bar{l}}+\frac{1}{-p \cdot \bar{l}} \tag{H.10}
\end{equation*}
$$

In order to make use of this identity we apply a change of variables $l \rightarrow \bar{q}_{1}-l$ in the last two terms in eq. (H.8). This, along with the on-shell conditions, allows pairs of terms to take an almost identical form - denominators differ only by a sign in the $p_{1} \cdot l$ term which is precisely what is needed to apply eq. (H.10). The amplitude then reduces to

$$
\begin{equation*}
A_{(2,3)}^{3 \mathrm{pt}}=4 e^{5}\left(p_{1} \cdot p_{2}\right)^{2} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}} \frac{\hat{\delta}\left(p_{1} \cdot \bar{l}\right)}{-p_{2} \cdot \bar{l}}\left(-\frac{\varepsilon_{\sigma}(k) \cdot \bar{q}_{1}}{p_{2} \cdot \bar{k}}-\frac{\varepsilon_{\sigma}(k) \cdot \bar{l}}{-p_{2} \cdot(\bar{k}+\bar{l})}\right) \tag{H.11}
\end{equation*}
$$

It is possible to expose a second delta function in this expression by writing $-\varepsilon_{\sigma}(k)$. $\bar{q}_{1}=\varepsilon_{\sigma}(k) \cdot\left(\bar{l}-\bar{q}_{1}\right)-\varepsilon_{\sigma}(k) \cdot \bar{l}$. The two terms involving $\varepsilon_{\sigma}(k) \cdot \bar{l}$ under the integral sign can be simplified by a partial fraction, yielding

$$
\begin{align*}
A_{(2,3)}^{3 \mathrm{pt}} & =4 e^{5}\left(p_{1} \cdot p_{2}\right)^{2} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}} \frac{\hat{\delta}\left(p_{1} \cdot \bar{l}\right)}{p_{2} \cdot \bar{k}}\left(\frac{\varepsilon_{\sigma}(k) \cdot\left(\bar{l}-\bar{q}_{1}\right)}{-p_{2} \cdot \bar{l}}-\frac{\varepsilon_{\sigma}(k) \cdot \bar{l}}{-p_{2} \cdot\left(\bar{l}-\bar{q}_{1}\right)}\right) \\
& =4 i e^{5}\left(p_{1} \cdot p_{2}\right)^{2} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}} \hat{\delta}\left(p_{1} \cdot \bar{l}\right) \hat{\delta}\left(p_{2} \cdot\left(\bar{l}-\bar{q}_{1}\right)\right) \frac{\varepsilon_{\sigma}(k) \cdot \bar{l}}{p_{2} \cdot \bar{k}} . \tag{H.12}
\end{align*}
$$

To obtain the second of these equalities, we redefined the variable of integration to $\bar{l}^{\prime}=-\left(\bar{l}-\bar{q}_{1}\right)$ in the first term, and dropped the prime.

Next, we address the remaining diagrams contributing to $A_{(2,3)}$ which now involve four-point vertices. After a straightforward computation, we find

$$
\begin{equation*}
A_{(2,3)}^{4 \mathrm{pt}}=4 i e^{5} p_{1} \cdot p_{2} \varepsilon_{\sigma}(k) \cdot p_{1} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}} \hat{\delta}\left(p_{1} \cdot \bar{l}\right) \hat{\delta}\left(p_{2} \cdot\left(\bar{l}-\bar{q}_{1}\right)\right) \tag{H.13}
\end{equation*}
$$

At this stage we can see the structure of the required factorisation - we have exposed the delta functions present in eq. (4.66).

Combining the contact terms of eq. (H.13) with the rest of the diagrams, eq. (H.12), we find that the total expression for the amplitude fragment is

$$
\begin{equation*}
A_{(2,3)}=4 i e^{5} p_{1} \cdot p_{2} \int \frac{\hat{\mathrm{~d}}^{4} \bar{l}}{\bar{l}^{2}\left(\bar{l}-\bar{q}_{1}\right)^{2}} \hat{\delta}\left(p_{1} \cdot \bar{l}\right) \hat{\delta}\left(p_{2} \cdot\left(\bar{l}-\bar{q}_{1}\right)\right)\left(\varepsilon_{\sigma}(k) \cdot p_{1}+p_{1} \cdot p_{2} \frac{\varepsilon_{\sigma}(k) \cdot \bar{l}}{p_{2} \cdot \bar{k}}\right) \tag{H.14}
\end{equation*}
$$

The final step is to compare this result with the prediction for $A_{(2,3)}$ from eq. (4.66). Using the amplitudes of eq. (H.1), it is easy to see that the prediction is

$$
\begin{align*}
A_{(2,3)}=\int & \hat{\mathrm{d}}^{4} \bar{w}_{1}
\end{align*} \hat{\mathrm{~d}}^{4} \bar{w}_{2} \hat{\delta}\left(2 p_{1} \cdot \bar{w}_{1}\right) \hat{\delta}\left(2 p_{2} \cdot \bar{w}_{2}\right) \hat{\delta}^{4}\left(\bar{q}_{1}+\bar{q}_{2}-\bar{w}_{1}-\bar{w}_{2}\right) .
$$

Upon performing the integral over $\bar{w}_{2}$ using the four-fold delta function, relabelling $\bar{w}_{1}=\bar{l}$ and recognising that $\bar{k}=-\bar{q}_{1}-\bar{q}_{2}$, we immediately recover eq. (H.14).

## Bibliography

[1] R. Gonzo, T. Mc Loughlin, D. Medrano, and A. Spiering. "Asymptotic charges and coherent states in QCD". In: Phys. Rev. D 104.2 (2021), p. 025019. arXiv: 1906.11763 [hep-th].
[3] R. Gonzo and A. Pokraka. "Light-ray operators, detectors and gravitational event shapes". In: JHEP 05 (2021), p. 015. arXiv: 2012.01406 [hep-th].
[4] A. Cristofoli, R. Gonzo, D. A. Kosower, and D. O'Connell. "Waveforms from Amplitudes". In: (July 2021). arXiv: 2107. 10193 [hep-th].
[5] R. Gonzo and C. Shi. "Geodesics from classical double copy". In: Phys. Rev. D 104.10 (2021), p. 105012. arXiv: 2109.01072 [hep-th].
[6] A. Cristofoli et al. "The Uncertainty Principle and Classical Amplitudes". In: (Dec. 2021). arXiv: 2112.07556 [hep-th].
[7] R. Britto, R. Gonzo, and G. R. Jehu. "Graviton particle statistics and coherent states from classical scattering amplitudes". In: (Dec. 2021). arXiv: 2112.07036 [hep-th].
[8] L. J. Dixon. "Scattering amplitudes: the most perfect microscopic structures in the universe". In: J. Phys. A 44 (2011), p. 454001. arXiv: 1105.0771 [hep-th].
[9] S. B. Giddings. "The gravitational S-matrix: Erice lectures". In: Subnucl. Ser. 48 (2013). Ed. by A. Zichichi, pp. 93-147. arXiv: 1105.2036 [hep-th].
[10] A. Strominger. "Lectures on the Infrared Structure of Gravity and Gauge Theory". In: (2017). arXiv: 1703.05448 [hep-th].
[11] Z. Bern, J. J. Carrasco, M. Chiodaroli, H. Johansson, and R. Roiban. "The Duality Between Color and Kinematics and its Applications". In: (Sept. 2019). arXiv: 1909. 01358 [hep-th].
[12] B. P. Abbott et al. "Observation of Gravitational Waves from a Binary Black Hole Merger". In: Phys. Rev. Lett. 116.6 (2016), p. 061102. arXiv: 1602.03837 [gr-qc].
[13] B. P. Abbott et al. "Binary Black Hole Mergers in the first Advanced LIGO Observing Run". In: Phys. Rev. X 6.4 (2016). [Erratum: Phys.Rev.X 8, 039903 (2018)], p. 041015. arXiv: 1606.04856 [gr-qc].
$[14]$ B. P. Abbott et al. "GW151226: Observation of Gravitational Waves from a 22-SolarMass Binary Black Hole Coalescence". In: Phys. Rev. Lett. 116.24 (2016), p. 241103. arXiv: 1606.04855 [gr-qc].
[15] B. P. Abbott et al. "GW170814: A Three-Detector Observation of Gravitational Waves from a Binary Black Hole Coalescence". In: Phys. Rev. Lett. 119.14 (2017), p. 141101. arXiv: 1709. 09660 [gr-qc].
[16] B. P. Abbott et al. "GW170817: Observation of Gravitational Waves from a Binary Neutron Star Inspiral". In: Phys. Rev. Lett. 119.16 (2017), p. 161101. arXiv: 1710. 05832 [gr-qc].
[17] B. P. Abbott et al. "GWTC-1: A Gravitational-Wave Transient Catalog of Compact Binary Mergers Observed by LIGO and Virgo during the First and Second Observing Runs". In: Phys. Rev. X 9.3 (2019), p. 031040. arXiv: 1811.12907 [astro-ph.HE].
$[18]$ B. P. Abbott et al. "Tests of General Relativity with the Binary Black Hole Signals from the LIGO-Virgo Catalog GWTC-1". In: Phys. Rev. D 100.10 (2019), p. 104036. arXiv: 1903.04467 [gr-qc].
[19] R. Abbott et al. "Observation of Gravitational Waves from Two Neutron Star-Black Hole Coalescences". In: Astrophys. J. Lett. 915.1 (2021), p. L5. arXiv: 2106.15163 [astro-ph.HE].
[20] A. Buonanno and T. Damour. "Effective one-body approach to general relativistic two-body dynamics". In: Phys. Rev. D 59 (1999), p. 084006. arXiv: gr-qc/9811091.
[21] A. Buonanno and T. Damour. "Transition from inspiral to plunge in binary black hole coalescences". In: Phys. Rev. D 62 (2000), p. 064015. arXiv: gr-qc/0001013.
[22] T. Damour, P. Jaranowski, and G. Schaefer. "On the determination of the last stable orbit for circular general relativistic binaries at the third postNewtonian approximation". In: Phys. Rev. D 62 (2000), p. 084011. arXiv: gr-qc/0005034.
[23] T. Damour. "Coalescence of two spinning black holes: an effective one-body approach". In: Phys. Rev. D 64 (2001), p. 124013. arXiv: gr-qc/0103018.
[24] F. Pretorius. "Evolution of binary black hole spacetimes". In: Phys. Rev. Lett. 95 (2005), p. 121101. arXiv: gr-qc/0507014.
[25] F. Pretorius. "Binary Black Hole Coalescence". In: (Aug. 2007). arXiv: 0710. 1338 [gr-qc].
[26] R. Arnowitt and S. Deser. "Quantum Theory of Gravitation: General Formulation and Linearized Theory". In: Phys. Rev. 113 (1959), pp. 745-750.
[27] R. L. Arnowitt, S. Deser, and C. W. Misner. "Dynamical Structure and Definition of Energy in General Relativity". In: Phys. Rev. 116 (1959), pp. 1322-1330.
[28] R. L. Arnowitt, S. Deser, and C. W. Misner. "Canonical variables for general relativity". In: Phys. Rev. 117 (1960), pp. 1595-1602.
[29] R. L. Arnowitt, S. Deser, and C. W. Misner. "The Dynamics of general relativity". In: Gen. Rel. Grav. 40 (2008), pp. 1997-2027. arXiv: gr-qc/0405109.
[30] P. Jaranowski and G. Schafer. "Towards the 4th post-Newtonian Hamiltonian for two-point-mass systems". In: Phys. Rev. D 86 (2012), p. 061503. arXiv: 1207.5448 [gr-qc].
[31] P. Jaranowski and G. Schäfer. "Dimensional regularization of local singularities in the 4th post-Newtonian two-point-mass Hamiltonian". In: Phys. Rev. D 87 (2013), p. 081503. arXiv: 1303.3225 [gr-qc].
[32] P. Jaranowski and G. Schäfer. "Derivation of local-in-time fourth post-Newtonian ADM Hamiltonian for spinless compact binaries". In: Phys. Rev. D 92.12 (2015), p. 124043. arXiv: 1508.01016 [gr-qc].
[33] T. Damour, P. Jaranowski, and G. Schäfer. "Nonlocal-in-time action for the fourth post-Newtonian conservative dynamics of two-body systems". In: Phys. Rev. D 89.6 (2014), p. 064058 . arXiv: 1401.4548 [gr-qc].
[34] W. D. Goldberger and I. Z. Rothstein. "An Effective field theory of gravity for extended objects". In: Phys. Rev. D 73 (2006), p. 104029. arXiv: hep-th/0409156.
[35] R. A. Porto. "The effective field theorist's approach to gravitational dynamics". In: Phys. Rept. 633 (2016), pp. 1-104. arXiv: 1601.04914 [hep-th].
[36] M. Levi. "Effective Field Theories of Post-Newtonian Gravity: A comprehensive review". In: Rept. Prog. Phys. 83.7 (2020), p. 075901. arXiv: 1807.01699 [hep-th].
[37] R. A. Porto. "Absorption effects due to spin in the worldline approach to black hole dynamics". In: Phys. Rev. D 77 (2008), p. 064026. arXiv: 0710.5150 [hep-th].
[38] R. A. Porto and I. Z. Rothstein. "Spin(1)Spin(2) Effects in the Motion of Inspiralling Compact Binaries at Third Order in the Post-Newtonian Expansion". In: Phys. Rev. D 78 (2008). [Erratum: Phys.Rev.D 81, 029904 (2010)], p. 044012 . arXiv: 0802.0720 [gr-qc].
[39] R. A. Porto and I. Z. Rothstein. "Next to Leading Order Spin(1)Spin(1) Effects in the Motion of Inspiralling Compact Binaries". In: Phys. Rev. D 78 (2008). [Erratum: Phys.Rev.D 81, 029905 (2010)], p. 044013. arXiv: 0804.0260 [gr-qc].
[40] W. D. Goldberger and I. Z. Rothstein. "Dissipative effects in the worldline approach to black hole dynamics". In: Phys. Rev. D 73 (2006), p. 104030. arXiv: hep-th/0511133.
[41] W. D. Goldberger. "Les Houches lectures on effective field theories and gravitational radiation". In: Les Houches Summer School - Session 86: Particle Physics and Cosmology: The Fabric of Spacetime. Jan. 2007. arXiv: hep-ph/0701129.
[42] W. D. Goldberger and A. Ross. "Gravitational radiative corrections from effective field theory". In: Phys. Rev. $D 81$ (2010), p. 124015. arXiv: 0912.4254 [gr-qc].
[43] W. D. Goldberger, J. Li, and I. Z. Rothstein. "Non-conservative effects on spinning black holes from world-line effective field theory". In: JHEP 06 (2021), p. 053. arXiv: 2012.14869 [hep-th].
[44] W. D. Goldberger and I. Z. Rothstein. "Horizon radiation reaction forces". In: JHEP 10 (2020), p. 026. arXiv: 2007.00731 [hep-th].
[45] S. Foffa and R. Sturani. "Conservative dynamics of binary systems to fourth PostNewtonian order in the EFT approach I: Regularized Lagrangian". In: Phys. Rev. D 100.2 (2019), p. 024047 . arXiv: 1903.05113 [gr-qc].
[46] S. Foffa, R. A. Porto, I. Rothstein, and R. Sturani. "Conservative dynamics of binary systems to fourth Post-Newtonian order in the EFT approach II: Renormalized Lagrangian". In: Phys. Rev. D 100.2 (2019), p. 024048. arXiv: 1903.05118 [gr-qc].
[47] S. Foffa, P. Mastrolia, R. Sturani, C. Sturm, and W. J. Torres Bobadilla. "Static two-body potential at fifth post-Newtonian order". In: Phys. Rev. Lett. 122.24 (2019), p. 241605. arXiv: 1902.10571 [gr-qc].
[48] S. Foffa and R. Sturani. "Hereditary terms at next-to-leading order in two-body gravitational dynamics". In: Phys. Rev. D 101.6 (2020). [Erratum: Phys.Rev.D 103, 089901 (2021)], p. 064033. arXiv: 1907.02869 [gr-qc].
[49] S. Foffa and R. Sturani. "Near and far zones in two-body dynamics: An effective field theory perspective". In: Phys. Rev. D 104.2 (2021), p. 024069. arXiv: 2103.03190 [gr-qc].
[50] J. Blümlein, A. Maier, P. Marquard, G. Schäfer, and C. Schneider. "From Momentum Expansions to Post-Minkowskian Hamiltonians by Computer Algebra Algorithms". In: Phys. Lett. $B 801$ (2020), p. 135157. arXiv: 1911.04411 [gr-qc].
[51] J. Blümlein, A. Maier, P. Marquard, and G. Schäfer. "The fifth-order post-Newtonian Hamiltonian dynamics of two-body systems from an effective field theory approach: potential contributions". In: Nucl. Phys. B 965 (2021), p. 115352. arXiv: 2010. 13672 [gr-qc].
[52] J. Blümlein, A. Maier, P. Marquard, and G. Schäfer. "The 6th post-Newtonian potential terms at $O\left(G_{N}^{4}\right)$ ". In: Phys. Lett. B 816 (2021), p. 136260. arXiv: 2101.08630 [gr-qc].
[53] J. Blümlein, A. Maier, P. Marquard, and G. Schäfer. "The fifth-order post-Newtonian Hamiltonian dynamics of two-body systems from an effective field theory approach". In: (Oct. 2021). arXiv: 2110.13822 [gr-qc].
[54] M. Levi. "Next to Leading Order gravitational Spin-Orbit coupling in an Effective Field Theory approach". In: Phys. Rev. D 82 (2010), p. 104004. arXiv: 1006.4139 [gr-qc].
[55] M. Levi and J. Steinhoff. "Equivalence of ADM Hamiltonian and Effective Field Theory approaches at next-to-next-to-leading order spin1-spin2 coupling of binary inspirals". In: JCAP 12 (2014), p. 003. arXiv: 1408.5762 [gr-qc].
[56] M. Levi and J. Steinhoff. "Next-to-next-to-leading order gravitational spin-squared potential via the effective field theory for spinning objects in the post-Newtonian scheme". In: JCAP 01 (2016), p. 008. arXiv: 1506.05794 [gr-qc].
[57] M. Levi and J. Steinhoff. "Complete conservative dynamics for inspiralling compact binaries with spins at the fourth post-Newtonian order". In: JCAP 09 (2021), p. 029. arXiv: 1607.04252 [gr-qc].
[58] M. Levi, S. Mougiakakos, and M. Vieira. "Gravitational cubic-in-spin interaction at the next-to-leading post-Newtonian order". In: JHEP 01 (2021), p. 036. arXiv: 1912.06276 [hep-th].
[59] M. Levi, A. J. Mcleod, and M. Von Hippel. " ${ }^{3}$ LO gravitational spin-orbit coupling at order $G^{4 \prime \prime}$. In: JHEP 07 (2021), p. 115. arXiv: 2003.02827 [hep-th].
[60] M. Levi, A. J. Mcleod, and M. Von Hippel. "N ${ }^{3}$ LO gravitational quadratic-in-spin interactions at $\mathrm{G}^{4}$ ". In: JHEP 07 (2021), p. 116. arXiv: 2003.07890 [hep-th].
[61] M. Levi and F. Teng. "NLO gravitational quartic-in-spin interaction". In: JHEP 01 (2021), p. 066. arXiv: 2008.12280 [hep-th].
[62] L. Blanchet. "Gravitational Radiation from Post-Newtonian Sources and Inspiralling Compact Binaries". In: Living Rev. Rel. 17 (2014), p. 2. arXiv: 1310.1528 [gr-qc].
[63] D. Bini, T. Damour, and A. Geralico. "Novel approach to binary dynamics: application to the fifth post-Newtonian level". In: Phys. Rev. Lett. 123.23 (2019), p. 231104. arXiv: 1909.02375 [gr-qc].
[64] D. Bini, T. Damour, and A. Geralico. "Binary dynamics at the fifth and fifth-and-a-half post-Newtonian orders". In: Phys. Rev. D 102.2 (2020), p. 024062. arXiv: 2003.11891 [gr-qc].
[65] D. Bini, T. Damour, and A. Geralico. "Sixth post-Newtonian local-in-time dynamics of binary systems". In: Phys. Rev. D 102.2 (2020), p. 024061. arXiv: 2004.05407 [gr-qc].
[66] D. Bini, T. Damour, and A. Geralico. "Sixth post-Newtonian nonlocal-in-time dynamics of binary systems". In: Phys. Rev. D 102.8 (2020), p. 084047. arXiv: 2007. 11239 [gr-qc].
[67] D. Bini, T. Damour, A. Geralico, S. Laporta, and P. Mastrolia. "Gravitational scattering at the seventh order in $G$ : nonlocal contribution at the sixth post-Newtonian accuracy". In: Phys. Rev. D 103.4 (2021), p. 044038. arXiv: 2012.12918 [gr-qc].
[68] D. Bini, T. Damour, A. Geralico, S. Laporta, and P. Mastrolia. "Gravitational dynamics at $O\left(G^{6}\right)$ : perturbative gravitational scattering meets experimental mathematics". In: (Aug. 2020). arXiv: 2008.09389 [gr-qc].
[69] G. Schäfer and P. Jaranowski. "Hamiltonian formulation of general relativity and postNewtonian dynamics of compact binaries". In: Living Rev. Rel. 21.1 (2018), p. 7. arXiv: 1805.07240 [gr-qc].
[70] Y. Iwasaki. "Quantum theory of gravitation vs. classical theory. - fourth-order potential". In: Prog. Theor. Phys. 46 (1971), pp. 1587-1609.
[71] J. F. Donoghue. "Leading quantum correction to the Newtonian potential". In: Phys. Rev. Lett. 72 (1994), pp. 2996-2999. arXiv: gr-qc/9310024.
[72] J. F. Donoghue. "General relativity as an effective field theory: The leading quantum corrections". In: Phys. Rev. D 50 (1994), pp. 3874-3888. arXiv: gr-qc/9405057.
[73] J. F. Donoghue and T. Torma. "On the power counting of loop diagrams in general relativity". In: Phys. Rev. D 54 (1996), pp. 4963-4972. arXiv: hep-th/9602121.
[74] J. F. Donoghue, B. R. Holstein, B. Garbrecht, and T. Konstandin. "Quantum corrections to the Reissner-Nordström and Kerr-Newman metrics". In: Phys. Lett. B 529 (2002). [Erratum: Phys.Lett.B 612, 311-312 (2005)], pp. 132-142. arXiv: hepth/0112237.
[75] N. E. J. Bjerrum-Bohr, J. F. Donoghue, and B. R. Holstein. "Quantum corrections to the Schwarzschild and Kerr metrics". In: Phys. Rev. D 68 (2003). [Erratum: Phys.Rev.D 71, 069904 (2005)], p. 084005. arXiv: hep-th/0211071.
[76] N. E. J Bjerrum-Bohr, J. F. Donoghue, and B. R. Holstein. "Quantum gravitational corrections to the nonrelativistic scattering potential of two masses". In: Phys. Rev. D 67 (2003). [Erratum: Phys.Rev.D 71, 069903 (2005)], p. 084033. arXiv: hep-th/ 0211072.
[77] B. R. Holstein and A. Ross. "Spin Effects in Long Range Gravitational Scattering". In: (Feb. 2008). arXiv: 0802.0716 [hep-ph].
[78] J. F. Donoghue, M. M. Ivanov, and A. Shkerin. "EPFL Lectures on General Relativity as a Quantum Field Theory". In: (Feb. 2017). arXiv: 1702.00319 [hep-th].
[79] C. Cheung, I. Z. Rothstein, and M. P. Solon. "From Scattering Amplitudes to Classical Potentials in the Post-Minkowskian Expansion". In: Phys. Rev. Lett. 121.25 (2018), p. 251101 . arXiv: 1808.02489 [hep-th].
[80] D. Neill and I. Z. Rothstein. "Classical Space-Times from the S Matrix". In: Nucl. Phys. B 877 (2013), pp. 177-189. arXiv: 1304.7263 [hep-th].
[81] Z. Bern, C. Cheung, R. Roiban, C.-H. Shen, M. P. Solon, and M. Zeng. "Scattering Amplitudes and the Conservative Hamiltonian for Binary Systems at Third PostMinkowskian Order". In: Phys. Rev. Lett. 122.20 (2019), p. 201603. arXiv: 1901.04424 [hep-th].
[82] Z. Bern, A. Luna, R. Roiban, C.-H. Shen, and M. Zeng. "Spinning black hole binary dynamics, scattering amplitudes, and effective field theory". In: Phys. Rev. D 104.6 (2021), p. 065014. arXiv: 2005.03071 [hep-th].
[83] Z. Bern, J. J. M. Carrasco, and H. Johansson. "New Relations for Gauge-Theory Amplitudes". In: Phys. Rev. D 78 (2008), p. 085011. arXiv: 0805.3993 [hep-ph].
[84] Z. Bern, T. Dennen, Y.-t. Huang, and M. Kiermaier. "Gravity as the Square of Gauge Theory". In: Phys. Rev. D 82 (2010), p. 065003. arXiv: 1004.0693 [hep-th].
[85] Z. Bern, J. J. M. Carrasco, and H. Johansson. "Perturbative Quantum Gravity as a Double Copy of Gauge Theory". In: Phys. Rev. Lett. 105 (2010), p. 061602. arXiv: 1004.0476 [hep-th].
[86] W. D. Goldberger and A. K. Ridgway. "Radiation and the classical double copy for color charges". In: Phys. Rev. D 95.12 (2017), p. 125010. arXiv: 1611.03493 [hep-th].
[87] C.-H. Shen. "Gravitational Radiation from Color-Kinematics Duality". In: JHEP 11 (2018), p. 162. arXiv: 1806.07388 [hep-th].
[88] H. Kawai, D. C. Lewellen, and S. H. H. Tye. "A Relation Between Tree Amplitudes of Closed and Open Strings". In: Nucl. Phys. B 269 (1986), pp. 1-23.
[89] A. Luna, R. Monteiro, I. Nicholson, and D. O'Connell. "Type D Spacetimes and the Weyl Double Copy". In: Class. Quant. Grav. 36 (2019), p. 065003. arXiv: 1810.08183 [hep-th].
[90] A. Luna, R. Monteiro, I. Nicholson, D. O'Connell, and C. D. White. "The double copy: Bremsstrahlung and accelerating black holes". In: JHEP 06 (2016), p. 023. arXiv: 1603.05737 [hep-th].
[91] R. Monteiro, D. O'Connell, and C. D. White. "Black holes and the double copy". In: JHEP 12 (2014), p. 056. arXiv: 1410.0239 [hep-th].
[92] R. Monteiro, D. O'Connell, and C. D. White. "Gravity as a double copy of gauge theory: from amplitudes to black holes". In: Int. J. Mod. Phys. D 24.09 (2015). Ed. by C. A. R. Herdeiro, V. Cardoso, J. P. S. Lemos, and F. C. Mena, p. 1542008.
[93] A. Luna, R. Monteiro, D. O'Connell, and C. D. White. "The classical double copy for Taub-NUT spacetime". In: Phys. Lett. B 750 (2015), pp. 272-277. arXiv: 1507.01869 [hep-th].
[94] A. Luna et al. "Perturbative spacetimes from Yang-Mills theory". In: JHEP 04 (2017), p. 069. arXiv: 1611.07508 [hep-th].
[95] A. Luna, I. Nicholson, D. O'Connell, and C. D. White. "Inelastic Black Hole Scattering from Charged Scalar Amplitudes". In: JHEP 03 (2018), p. 044. arXiv: 1711.03901 [hep-th].
[96] W. D. Goldberger, S. G. Prabhu, and J. O. Thompson. "Classical gluon and graviton radiation from the bi-adjoint scalar double copy". In: Phys. Rev. D 96.6 (2017), p. 065009 . arXiv: 1705.09263 [hep-th].
[97] W. D. Goldberger and A. K. Ridgway. "Bound states and the classical double copy". In: Phys. Rev. D 97.8 (2018), p. 085019. arXiv: 1711.09493 [hep-th].
[98] H. Johansson and A. Ochirov. "Double copy for massive quantum particles with spin". In: JHEP 09 (2019), p. 040. arXiv: 1906. 12292 [hep-th].
[99] J. Plefka, C. Shi, J. Steinhoff, and T. Wang. "Breakdown of the classical double copy for the effective action of dilaton-gravity at NNLO". In: Phys. Rev. D 100.8 (2019), p. 086006. arXiv: 1906.05875 [hep-th].
[100] J. Plefka, C. Shi, and T. Wang. "Double copy of massive scalar QCD". In: Phys. Rev. D 101.6 (2020), p. 066004 . arXiv: 1911.06785 [hep-th].
[101] J. Plefka, J. Steinhoff, and W. Wormsbecher. "Effective action of dilaton gravity as the classical double copy of Yang-Mills theory". In: Phys. Rev. D 99.2 (2019), p. 024021. arXiv: 1807.09859 [hep-th].
[102] T. Adamo and A. Ilderton. "Classical and quantum double copy of back-reaction". In: JHEP 09 (2020), p. 200. arXiv: 2005. 05807 [hep-th].
[103] W. D. Goldberger, J. Li, and S. G. Prabhu. "Spinning particles, axion radiation, and the classical double copy". In: Phys. Rev. D 97.10 (2018), p. 105018. arXiv: 1712.09250 [hep-th].
[104] J. J. M. Carrasco and I. A. Vazquez-Holm. "Loop-Level Double-Copy for Massive Quantum Particles". In: Phys. Rev. D 103.4 (2021), p. 045002. arXiv: 2010. 13435 [hep-th].
[105] K. Haddad and A. Helset. "The double copy for heavy particles". In: Phys. Rev. Lett. 125 (2020), p. 181603. arXiv: 2005.13897 [hep-th].
[106] R. Monteiro, D. O’Connell, D. P. Veiga, and M. Sergola. "Classical solutions and their double copy in split signature". In: JHEP 05 (2021), p. 268. arXiv: 2012.11190 [hep-th].
[107] Z. Bern, C. Cheung, R. Roiban, C.-H. Shen, M. P. Solon, and M. Zeng. "Black Hole Binary Dynamics from the Double Copy and Effective Theory". In: JHEP 10 (2019), p. 206. arXiv: 1908.01493 [hep-th].
[108] Z. Bern et al. "Scattering Amplitudes and Conservative Binary Dynamics at $\mathcal{O}\left(G^{4}\right)$ ". In: Phys. Rev. Lett. 126.17 (2021), p. 171601. arXiv: 2101.07254 [hep-th].
[109] Z. Bern et al. "Scattering Amplitudes, the Tail Effect, and Conservative Binary Dynamics at $O\left(G^{4}\right)$ ". In: (Dec. 2021). arXiv: 2112.10750 [hep-th].
[110] A. Koemans Collado, P. Di Vecchia, and R. Russo. "Revisiting the second postMinkowskian eikonal and the dynamics of binary black holes". In: Phys. Rev. D 100.6 (2019), p. 066028. arXiv: 1904.02667 [hep-th].
[111] A. R. Koemans Collado. "The Eikonal Approximation and the Gravitational Dynamics of Binary Systems". PhD thesis. Queen Mary, U. of London, 2020. arXiv: 2009.11053 [hep-th].
[112] A. Cristofoli, P. H. Damgaard, P. Di Vecchia, and C. Heissenberg. "Second-order PostMinkowskian scattering in arbitrary dimensions". In: JHEP 07 (2020), p. 122. arXiv: 2003. 10274 [hep-th].
[113] P. Di Vecchia, C. Heissenberg, R. Russo, and G. Veneziano. "Universality of ultrarelativistic gravitational scattering"' In: Phys. Lett. B 811 (2020), p. 135924. arXiv: 2008.12743 [hep-th].
[114] M. Accettulli Huber, A. Brandhuber, S. De Angelis, and G. Travaglini. "Eikonal phase matrix, deflection angle and time delay in effective field theories of gravity". In: Phys. Rev. D 102.4 (2020), p. 046014. arXiv: 2006.02375 [hep-th].
[115] P. Di Vecchia, C. Heissenberg, R. Russo, and G. Veneziano. "Radiation Reaction from Soft Theorems". In: Phys. Lett. B 818 (2021), p. 136379. arXiv: 2101.05772 [hep-th].
[116] P. Di Vecchia, C. Heissenberg, R. Russo, and G. Veneziano. "The eikonal approach to gravitational scattering and radiation at $\mathcal{O}\left(\mathrm{G}^{3}\right)$ ". In: JHEP 07 (2021), p. 169. arXiv: 2104.03256 [hep-th].
[117] N. E. J. Bjerrum-Bohr, P. H. Damgaard, L. Planté, and P. Vanhove. "Classical gravity from loop amplitudes". In: Phys. Rev. D 104.2 (2021), p. 026009. arXiv: 2104.04510 [hep-th].
[118] N. E. J. Bjerrum-Bohr, P. H. Damgaard, L. Planté, and P. Vanhove. "The Amplitude for Classical Gravitational Scattering at Third Post-Minkowskian Order". In: (May 2021). arXiv: 2105.05218 [hep-th].
[119] C. Heissenberg. "Infrared divergences and the eikonal exponentiation". In: Phys. Rev. D 104.4 (2021), p. 046016. arXiv: 2105.04594 [hep-th].
[120] P. H. Damgaard, K. Haddad, and A. Helset. "Heavy Black Hole Effective Theory". In: JHEP 11 (2019), p. 070. arXiv: 1908. 10308 [hep-ph].
[121] R. Aoude, K. Haddad, and A. Helset. "On-shell heavy particle effective theories". In: JHEP 05 (2020), p. 051. arXiv: 2001.09164 [hep-th].
[122] A. Brandhuber, G. Chen, G. Travaglini, and C. Wen. "Classical gravitational scattering from a gauge-invariant double copy". In: JHEP 10 (2021), p. 118. arXiv: 2108.04216 [hep-th].
[123] G. Kälin and R. A. Porto. "Post-Minkowskian Effective Field Theory for Conservative Binary Dynamics". In: JHEP 11 (2020), p. 106. arXiv: 2006.01184 [hep-th].
[124] G. Mogull, J. Plefka, and J. Steinhoff. "Classical black hole scattering from a worldline quantum field theory". In: JHEP 02 (2021), p. 048. arXiv: 2010.02865 [hep-th].
[125] G. Kälin, Z. Liu, and R. A. Porto. "Conservative Dynamics of Binary Systems to Third Post-Minkowskian Order from the Effective Field Theory Approach". In: Phys. Rev. Lett. 125.26 (2020), p. 261103. arXiv: 2007.04977 [hep-th].
[126] C. Dlapa, G. Kälin, Z. Liu, and R. A. Porto. "Dynamics of Binary Systems to Fourth Post-Minkowskian Order from the Effective Field Theory Approach". In: (June 2021). arXiv: 2106.08276 [hep-th].
[127] Z. Liu, R. A. Porto, and Z. Yang. "Spin Effects in the Effective Field Theory Approach to Post-Minkowskian Conservative Dynamics". In: JHEP 06 (2021), p. 012. arXiv: 2102.10059 [hep-th].
[128] R. Aoude and A. Ochirov. "Classical observables from coherent-spin amplitudes". In: (Aug. 2021). arXiv: 2108.01649 [hep-th].
[129] K. Haddad and A. Helset. "Tidal effects in quantum field theory". In: JHEP 12 (2020), p. 024. arXiv: 2008.04920 [hep-th].
[130] Z. Bern, J. Parra-Martinez, R. Roiban, E. Sawyer, and C.-H. Shen. "Leading Nonlinear Tidal Effects and Scattering Amplitudes". In: JHEP 05 (2021), p. 188. arXiv: 2010. 08559 [hep-th].
[131] S. Mougiakakos, M. M. Riva, and F. Vernizzi. "Gravitational Bremsstrahlung in the post-Minkowskian effective field theory". In: Phys. Rev. D 104.2 (2021), p. 024041. arXiv: 2102.08339 [gr-qc].
[132] G. U. Jakobsen, G. Mogull, J. Plefka, and J. Steinhoff. "Classical Gravitational Bremsstrahlung from a Worldline Quantum Field Theory". In: Phys. Rev. Lett. 126.20 (2021), p. 201103. arXiv: 2101.12688 [gr-qc].
[133] G. U. Jakobsen, G. Mogull, J. Plefka, and J. Steinhoff. "Gravitational Bremsstrahlung and Hidden Supersymmetry of Spinning Bodies". In: (June 2021). arXiv: 2106.10256 [hep-th].
[134] Y. F. Bautista and N. Siemonsen. "Post-Newtonian Waveforms from Spinning Scattering Amplitudes". In: (Oct. 2021). arXiv: 2110.12537 [hep-th].
[135] E. Herrmann, J. Parra-Martinez, M. S. Ruf, and M. Zeng. "Gravitational Bremsstrahlung from Reverse Unitarity". In: Phys. Rev. Lett. 126.20 (2021), p. 201602. arXiv: 2101. 07255 [hep-th].
[136] E. Herrmann, J. Parra-Martinez, M. S. Ruf, and M. Zeng. "Radiative Classical Gravitational Observables at $\mathcal{O}\left(G^{3}\right)$ from Scattering Amplitudes". In: (Apr. 2021). arXiv: 2104.03957 [hep-th].
[137] D. Amati, M. Ciafaloni, and G. Veneziano. "Superstring Collisions at Planckian Energies". In: Phys. Lett. B 197 (1987), p. 81.
[138] Z. Bern, H. Ita, J. Parra-Martinez, and M. S. Ruf. "Universality in the classical limit of massless gravitational scattering". In: Phys. Rev. Lett. 125.3 (2020), p. 031601. arXiv: 2002.02459 [hep-th].
[139] J. Parra-Martinez, M. S. Ruf, and M. Zeng. "Extremal black hole scattering at $\mathcal{O}\left(G^{3}\right)$ : graviton dominance, eikonal exponentiation, and differential equations". In: JHEP 11 (2020), p. 023. arXiv: 2005.04236 [hep-th].
[140] D. Bini, T. Damour, and A. Geralico. "Radiative contributions to gravitational scattering". In: Phys. Rev. D 104.8 (2021), p. 084031. arXiv: 2107.08896 [gr-qc].
[141] C. L. Basham, L. S. Brown, S. Ellis, and S. Love. "Electron - Positron Annihilation Energy Pattern in Quantum Chromodynamics: Asymptotically Free Perturbation Theory". In: Phys. Rev. D 17 (1978), p. 2298.
[142] C. Basham, L. S. Brown, S. D. Ellis, and S. T. Love. "Energy Correlations in electron - Positron Annihilation: Testing QCD". In: Phys. Rev. Lett. 41 (1978), p. 1585.
[143] C. Basham, L. Brown, S. Ellis, and S. Love. "Energy Correlations in electron-Positron Annihilation in Quantum Chromodynamics: Asymptotically Free Perturbation Theory". In: Phys. Rev. D 19 (1979), p. 2018.
[144] J. Ore F.R. and G. F. Sterman. "AN OPERATOR APPROACH TO WEIGHTED CROSS-SECTIONS". In: Nucl. Phys. B 165 (1980), pp. 93-118.
[145] N. Sveshnikov and F. Tkachov. "Jets and quantum field theory". In: Phys. Lett. B 382 (1996). Ed. by B. Levchenko and V. Savrin, pp. 403-408. arXiv: hep-ph/9512370.
[146] G. P. Korchemsky, G. Oderda, and G. F. Sterman. "Power corrections and nonlocal operators". In: AIP Conf. Proc. 407.1 (1997). Ed. by J. Repond and D. Krakauer, p. 988. arXiv: hep-ph/9708346.
[147] G. P. Korchemsky and G. F. Sterman. "Power corrections to event shapes and factorization". In: Nucl. Phys. B 555 (1999), pp. 335-351. arXiv: hep-ph/9902341.
[148] D. Müller, D. Robaschik, B. Geyer, F. M. Dittes, and J. Horejsi. "Wave functions, evolution equations and evolution kernels from light ray operators of QCD". In: Fortsch. Phys. 42 (1994), pp. 101-141. arXiv: hep-ph/9812448 [hep-ph].
[149] D. M. Hofman and J. Maldacena. "Conformal collider physics: Energy and charge correlations". In: JHEP 05 (2008), p. 012. arXiv: 0803.1467 [hep-th].
[150] A. Belitsky, S. Hohenegger, G. Korchemsky, E. Sokatchev, and A. Zhiboedov. "Event shapes in $\mathcal{N}=4$ super-Yang-Mills theory". In: Nucl. Phys. B 884 (2014), pp. 206-256. arXiv: 1309.1424 [hep-th].
[151] A. Belitsky, S. Hohenegger, G. Korchemsky, E. Sokatchev, and A. Zhiboedov. "From correlation functions to event shapes". In: Nucl. Phys. B 884 (2014), pp. 305-343. arXiv: 1309.0769 [hep-th].
[152] D. M. Hofman, D. Li, D. Meltzer, D. Poland, and F. Rejon-Barrera. "A Proof of the Conformal Collider Bounds". In: JHEP 06 (2016), p. 111. arXiv: 1603.03771 [hep-th].
[153] A. Belin, D. M. Hofman, and G. Mathys. "Einstein gravity from ANEC correlators". In: JHEP 08 (2019), p. 032. arXiv: 1904.05892 [hep-th].
[154] P. Kravchuk and D. Simmons-Duffin. "Light-ray operators in conformal field theory". In: JHEP 11 (2018). [,236(2018)], p. 102. arXiv: 1805.00098 [hep-th].
[155] M. Kologlu, P. Kravchuk, D. Simmons-Duffin, and A. Zhiboedov. "The light-ray OPE and conformal colliders". In: (2019). arXiv: 1905.01311 [hep-th].
[156] C.-H. Chang, M. Kologlu, P. Kravchuk, D. Simmons-Duffin, and A. Zhiboedov. "Transverse spin in the light-ray OPE". In: (Oct. 2020). arXiv: 2010.04726 [hep-th].
[157] A. Belin, D. M. Hofman, G. Mathys, and M. T. Walters. "On the Stress Tensor Lightray Operator Algebra". In: (Nov. 2020). arXiv: 2011.13862 [hep-th].
[158] L. J. Dixon, M.-X. Luo, V. Shtabovenko, T.-Z. Yang, and H. X. Zhu. "Analytical Computation of Energy-Energy Correlation at Next-to-Leading Order in QCD". In: Phys. Rev. Lett. 120.10 (2018), p. 102001. arXiv: 1801.03219 [hep-ph].
[159] M.-X. Luo, V. Shtabovenko, T.-Z. Yang, and H. X. Zhu. "Analytic Next-To-Leading Order Calculation of Energy-Energy Correlation in Gluon-Initiated Higgs Decays". In: JHEP 06 (2019), p. 037. arXiv: 1903.07277 [hep-ph].
[160] V. Del Duca et al. "Jet production in the CoLoRFulNNLO method: event shapes in electron-positron collisions". In: Phys. Rev. D 94.7 (2016), p. 074019. arXiv: 1606. 03453 [hep-ph].
[161] J. Henn, E. Sokatchev, K. Yan, and A. Zhiboedov. "Energy-energy correlation in $N=4$ super Yang-Mills theory at next-to-next-to-leading order". In: Phys. Rev. D 100.3 (2019), p. 036010. arXiv: 1903.05314 [hep-th].
[162] G. Kälin and R. A. Porto. "From Boundary Data to Bound States". In: JHEP 01 (2020), p. 072. arXiv: 1910.03008 [hep-th].
[163] G. Kälin and R. A. Porto. "From boundary data to bound states. Part II. Scattering angle to dynamical invariants (with twist)". In: JHEP 02 (2020), p. 120. arXiv: 1911. 09130 [hep-th].
[164] M. V. S. Saketh, J. Vines, J. Steinhoff, and A. Buonanno. "Conservative and radiative dynamics in classical relativistic scattering and bound systems". In: (Sept. 2021). arXiv: 2109.05994 [gr-qc].
[165] G. Cho, G. Kälin, and R. A. Porto. "From Boundary Data to Bound States III: Radiative Effects". In: (Dec. 2021). arXiv: 2112.03976 [hep-th].
[166] D. A. Kosower, B. Maybee, and D. O'Connell. "Amplitudes, Observables, and Classical Scattering". In: JHEP 02 (2019), p. 137. arXiv: 1811.10950 [hep-th].
[167] A. Laddha and A. Sen. "Gravity Waves from Soft Theorem in General Dimensions". In: JHEP 09 (2018), p. 105. arXiv: 1801.07719 [hep-th].
[168] A. Laddha and A. Sen. "Logarithmic Terms in the Soft Expansion in Four Dimensions". In: JHEP 10 (2018), p. 056. arXiv: 1804.09193 [hep-th].
[169] A. Laddha and A. Sen. "Observational Signature of the Logarithmic Terms in the Soft Graviton Theorem". In: Phys. Rev. D 100.2 (2019), p. 024009. arXiv: 1806.01872 [hep-th].
[170] B. Sahoo and A. Sen. "Classical and Quantum Results on Logarithmic Terms in the Soft Theorem in Four Dimensions". In: JHEP 02 (2019), p. 086. arXiv: 1808.03288 [hep-th].
[171] Y. F. Bautista and A. Guevara. "From Scattering Amplitudes to Classical Physics: Universality, Double Copy and Soft Theorems". In: (Mar. 2019). arXiv: 1903.12419 [hep-th].
[172] A. Laddha and A. Sen. "Classical proof of the classical soft graviton theorem in D $>4$ ". In: Phys. Rev. D 101.8 (2020), p. 084011 . arXiv: 1906.08288 [gr-qc].
[173] A. P. Saha, B. Sahoo, and A. Sen. "Proof of the classical soft graviton theorem in $D$ $=4$ ". In: JHEP 06 (2020), p. 153. arXiv: 1912.06413 [hep-th].
[174] B. Sahoo and A. Sen. "Classical Soft Graviton Theorem Rewritten". In: (May 2021). arXiv: 2105.08739 [hep-th].
[175] Y. F. Bautista and A. Laddha. "Soft Constraints on KMOC Formalism". In: (Nov. 2021). arXiv: 2111.11642 [hep-th].
[176] F. Gelis. Quantum Field Theory. Cambridge University Press, 2019. ISBN: 9781108480901, 9781108575904.
[177] T. Damour. "Classical and quantum scattering in post-Minkowskian gravity". In: Phys. Rev. D 102.2 (2020), p. 024060. arXiv: 1912.02139 [gr-qc].
[178] T. Damour. "Radiative contribution to classical gravitational scattering at the third order in $G^{\prime \prime}$. In: Phys. Rev. D 102.12 (2020), p. 124008. arXiv: 2010.01641 [gr-qc].
[179] A. Cristofoli. "Gravitational shock waves and scattering amplitudes". In: JHEP 11 (2020), p. 160. arXiv: 2006.08283 [hep-th].
[180] N. E. J. Bjerrum-Bohr, P. H. Damgaard, G. Festuccia, L. Planté, and P. Vanhove. "General Relativity from Scattering Amplitudes". In: Phys. Rev. Lett. 121.17 (2018), p. 171601. arXiv: 1806.04920 [hep-th].
[181] Y. F. Bautista, A. Guevara, C. Kavanagh, and J. Vines. "From Scattering in Black Hole Backgrounds to Higher-Spin Amplitudes: Part I". In: (July 2021). arXiv: 2107.10179 [hep-th].
[182] E. Crawley, A. Guevara, N. Miller, and A. Strominger. "Black Holes in Klein Space". In: (Dec. 2021). arXiv: 2112.03954 [hep-th].
[183] A. Guevara. "Reconstructing Classical Spacetimes from the S-Matrix in Twistor Space". In: (Dec. 2021). arXiv: 2112.05111 [hep-th].
[184] T. D. Newton and E. P. Wigner. "Localized States for Elementary Systems". In: Rev. Mod. Phys. 21 (1949), pp. 400-406.
[185] A. S. Wightman. "On the localizability of quantum mechanical systems". In: Rev. Mod. Phys. 34 (1962), pp. 845-872.
[186] L. M. Frantz. "Compton Scattering of an Intense Photon Beam". In: Phys. Rev. 139 (5B Oct. 1965), B1326-B1336.
[187] T. W. B. Kibble. "Frequency Shift in High-Intensity Compton Scattering". In: Phys. Rev. 138 (1965), B740-B753.
[188] T. Adamo, E. Casali, L. Mason, and S. Nekovar. "Plane wave backgrounds and colourkinematics duality". In: JHEP 02 (2019), p. 198. arXiv: 1810.05115 [hep-th].
[189] T. Adamo, L. Mason, and A. Sharma. "Gluon scattering on self-dual radiative gauge fields". In: (Oct. 2020). arXiv: 2010. 14996 [hep-th].
[190] T. Adamo, L. Mason, and A. Sharma. "MHV scattering of gluons and gravitons in chiral strong fields". In: Phys. Rev. Lett. 125.4 (2020), p. 041602. arXiv: 2003.13501 [hep-th].
[191] A. Ilderton and G. Torgrimsson. "Radiation reaction in strong field QED". In: Phys. Lett. B 725 (2013), p. 481. arXiv: 1301.6499 [hep-th].
[192] A. Ilderton and D. Seipt. "Backreaction on background fields: A coherent state approach". In: Phys. Rev. D 97.1 (2018), p. 016007. arXiv: 1709.10085 [hep-th].
[193] L. G. Yaffe. "Large $N$ limits as classical mechanics". In: Rev. Mod. Phys. 54 (2 Apr. 1982), pp. 407-435.
[194] J Schwinger. "ON ANGULAR MOMENTUM". In: (Jan. 1952).
[195] P. W. Atkins and J. C. Dobson. "Angular momentum coherent states". In: Proc. Roy. Soc. Lond. A 321 (1971), pp. 321-340.
[196] J. M. Radcliffe. "SOME PROPERTIES OF COHERENT SPIN STATES." In: J. Phys., A (London) 4: No. 3, 313-23(May 1971). (Jan. 1971).
[197] A. M. Perelomov. Generalized coherent states and their applications. 1986.
[198] R. A. Isaacson. "Gravitational Radiation in the Limit of High Frequency. I. The Linear Approximation and Geometrical Optics". In: Phys. Rev. 166 (1968), pp. 1263-1271.
[199] R. A. Isaacson. "Gravitational Radiation in the Limit of High Frequency. II. Nonlinear Terms and the Ef fective Stress Tensor". In: Phys. Rev. 166 (1968), pp. 1272-1279.
[200] S. D. Ellis, C. K. Vermilion, J. R. Walsh, A. Hornig, and C. Lee. "Jet Shapes and Jet Algorithms in SCET"' In: JHEP 11 (2010), p. 101. arXiv: 1001.0014 [hep-ph].
[201] C. W. Bauer, S. P. Fleming, C. Lee, and G. F. Sterman. "Factorization of e+e- Event Shape Distributions with Hadronic Final States in Soft Collinear Effective Theory". In: Phys. Rev. D 78 (2008), p. 034027. arXiv: 0801.4569 [hep-ph].
[202] A. C. Wall. "A proof of the generalized second law for rapidly changing fields and arbitrary horizon slices". In: Phys. Rev. D 85 (2012). [Erratum: Phys.Rev.D 87, 069904 (2013)], p. 104049. arXiv: 1105.3445 [gr-qc].
[203] T. Jacobson. "Thermodynamics of space-time: The Einstein equation of state". In: Phys. Rev. Lett. 75 (1995), pp. 1260-1263. arXiv: gr-qc/9504004.
[204] A. C. Wall. "A Proof of the generalized second law for rapidly-evolving Rindler horizons". In: Phys. Rev. D 82 (2010), p. 124019. arXiv: 1007.1493 [gr-qc].
[205] H. Casini, E. Teste, and G. Torroba. "Modular Hamiltonians on the null plane and the Markov property of the vacuum state". In: J. Phys. A50.36 (2017), p. 364001. arXiv: 1703.10656 [hep-th].
[206] K. Dutta, S. Ray, and J. Traschen. "Boost mass and the mechanics of accelerated black holes". In: Class. Quant. Grav. 23 (2006), pp. 335-352. arXiv: hep-th/0508041.
[207] G. Compère, R. Oliveri, and A. Seraj. "The Poincaré and BMS flux-balance laws with application to binary systems". In: (Dec. 2019). arXiv: 1912.03164 [gr-qc].
[208] T. He and P. Mitra. "Asymptotic symmetries and Weinberg's soft photon theorem in Mink $_{d+2}$ ". In: JHEP 10 (2019), p. 213. arXiv: 1903. 02608 [hep-th].
[209] T. He and P. Mitra. "Covariant Phase Space and Soft Factorization in Non-abelian Gauge Theories". In: (Sept. 2020). arXiv: 2009.14334 [hep-th].
[210] J. Collins. "A new approach to the LSZ reduction formula". In: (Apr. 2019). arXiv: 1904.10923 [hep-ph].
[211] A. Duncan. The conceptual framework of quantum field theory. Oxford: Oxford Univ. Press, 2012.
[212] A. Strominger. "Asymptotic Symmetries of Yang-Mills Theory". In: JHEP 07 (2014), p. 151. arXiv: 1308.0589 [hep-th].
[213] I. Bailey and W. Israel. "Lagrangian Dynamics of Spinning Particles and Polarized Media in General Relativity". In: Commun. Math. Phys. 42 (1975), pp. 65-82.
[214] S. Choi and R. Akhoury. "Subleading soft dressings of asymptotic states in QED and perturbative quantum gravity". In: JHEP 09 (2019), p. 031. arXiv: 1907.05438 [hep-th].
[215] S. Pasterski, A. Strominger, and A. Zhiboedov. "New Gravitational Memories". In: JHEP 12 (2016), p. 053. arXiv: 1502.06120 [hep-th].
[216] A. Ashtekar and B. Bonga. "On the ambiguity in the notion of transverse traceless modes of gravitational waves". In: Gen. Rel. Grav. 49.9 (2017), p. 122. arXiv: 1707. 09914 [gr-qc].
[217] A. Ashtekar and B. Bonga. "On a basic conceptual confusion in gravitational radiation theory". In: Class. Quant. Grav. 34.20 (2017), 20LT01. arXiv: 1707.07729 [gr-qc].
[218] L. Landau and E. Lifschits. The Classical Theory of Fields. Vol. Volume 2. Course of Theoretical Physics. Oxford: Pergamon Press, 1975. ISBN: 978-0-08-018176-9.
[219] M. Maggiore. Gravitational Waves. Vol. 1: Theory and Experiments. Oxford Master Series in Physics. Oxford University Press, 2007. ISBN: 978-0-19-857074-5, 978-0-19-852074-0.
[220] L. C. Stein and N. Yunes. "Effective Gravitational Wave Stress-energy Tensor in Alternative Theories of Gravity". In: Phys. Rev. D 83 (2011), p. 064038. arXiv: 1012.3144 [gr-qc].
[221] C. P. Berry and J. R. Gair. "Linearized f(R) Gravity: Gravitational Radiation and Solar System Tests". In: Phys. Rev. D 83 (2011). [Erratum: Phys.Rev.D 85, 089906 (2012)], p. 104022. arXiv: 1104.0819 [gr-qc].
[222] H. Bondi, M. van der Burg, and A. Metzner. "Gravitational waves in general relativity. 7. Waves from axisymmetric isolated systems". In: Proc. Roy. Soc. Lond. A A269 (1962), pp. 21-52.
[223] R. Sachs. "Gravitational waves in general relativity. 8. Waves in asymptotically flat space-times". In: Proc. Roy. Soc. Lond. A A270 (1962), pp. 103-126.
[224] G. Barnich and C. Troessaert. "BMS charge algebra". In: JHEP 12 (2011), p. 105. arXiv: 1106.0213 [hep-th].
[225] S. W. Hawking, M. J. Perry, and A. Strominger. "Superrotation Charge and Supertranslation Hair on Black Holes". In: JHEP 05 (2017), p. 161. arXiv: 1611.09175 [hep-th].
[226] E. E. Flanagan and D. A. Nichols. "Conserved charges of the extended Bondi-MetznerSachs algebra". In: Phys. Rev. D 95.4 (2017), p. 044002 . arXiv: 1510.03386 [hep-th].
[227] G. Compère, A. Fiorucci, and R. Ruzziconi. "Superboost transitions, refraction memory and super-Lorentz charge algebra". In: JHEP 11 (2018). [Erratum: JHEP 04, 172 (2020)], p. 200. arXiv: 1810.00377 [hep-th].
[228] A. Strominger. "On BMS Invariance of Gravitational Scattering". In: JHEP 07 (2014), p. 152. arXiv: 1312.2229 [hep-th].
[229] D. Christodoulou and S. Klainerman. "The Global nonlinear stability of the Minkowski space". In: (1993).
[230] T. He, V. Lysov, P. Mitra, and A. Strominger. "BMS supertranslations and Weinberg's soft graviton theorem". In: JHEP 05 (2015), p. 151. arXiv: 1401.7026 [hep-th].
[231] A. Strominger and A. Zhiboedov. "Gravitational Memory, BMS Supertranslations and Soft Theorems". In: JHEP 01 (2016), p. 086. arXiv: 1411.5745 [hep-th].
[232] A. Tolish, L. Bieri, D. Garfinkle, and R. M. Wald. "Examination of a simple example of gravitational wave memory". In: Phys. Rev. D 90.4 (2014), p. 044060. arXiv: 1405. 6396 [gr-qc].
[233] K. S. Thorne. "Gravitational-wave bursts with memory: The Christodoulou effect". In: Phys. Rev. D 45.2 (1992), pp. 520-524.
[234] C. Córdova and S.-H. Shao. "Light-ray Operators and the BMS Algebra". In: Phys. Rev. D98.12 (2018), p. 125015. arXiv: 1810.05706 [hep-th].
[235] S. Deser and D. Boulware. "Stress-Tensor Commutators and Schwinger Terms". In: J. Math. Phys. 8 (1967), p. 1468.
[236] K.-W. Huang. "Stress-tensor commutators in conformal field theories near the lightcone". In: Phys. Rev. D 100.6 (2019), p. 061701. arXiv: 1907.00599 [hep-th].
[237] K.-W. Huang. "Lightcone Commutator and Stress-Tensor Exchange in $d>2$ CFTs". In: Phys. Rev. D 102.2 (2020), p. 021701. arXiv: 2002.00110 [hep-th].
[238] G. Barnich and C. Troessaert. "Symmetries of asymptotically flat 4 dimensional spacetimes at null infinity revisited". In: Phys. Rev. Lett. 105 (2010), p. 111103. arXiv: 0909.2617 [gr-qc].
[239] G. Barnich and C. Troessaert. "Supertranslations call for superrotations". In: PoS CNCFG2010 (2010). Ed. by K. N. Anagnostopoulos, D. Bahns, H. Grosse, N. Irges, and G. Zoupanos, p. 010. arXiv: 1102.4632 [gr-qc].
[240] M. Campiglia and A. Laddha. "Asymptotic symmetries and subleading soft graviton theorem". In: Phys. Rev. D 90.12 (2014), p. 124028. arXiv: 1408.2228 [hep-th].
[241] J. S. Schwinger. "Field theory commutators". In: Phys. Rev. Lett. 3 (1959). [,410(1959)], pp. 296-297.
[242] J. S. Schwinger. "NonAbelian gauge fields. Relativistic invariance". In: Phys. Rev. 127 (1962), pp. 324-330.
[243] J. Schwinger. "Energy and Momentum Density in Field Theory". In: Phys. Rev. 130 (1963), pp. 800-805.
[244] M. Beşken, J. De Boer, and G. Mathys. "On Local and Integrated Stress-Tensor Commutators". In: (Dec. 2020). arXiv: 2012.15724 [hep-th].
$[245]$ B. Bonga and E. Poisson. "Coulombic contribution to angular momentum flux in general relativity". In: Phys. Rev. D 99.6 (2019), p. 064024. arXiv: 1808.01288 [gr-qc].
[246] A. Guevara, A. Ochirov, and J. Vines. "Scattering of Spinning Black Holes from Exponentiated Soft Factors". In: JHEP 09 (2019), p. 056. arXiv: 1812.06895 [hep-th].
[247] M.-Z. Chung, Y.-T. Huang, J.-W. Kim, and S. Lee. "The simplest massive S-matrix: from minimal coupling to Black Holes". In: JHEP 04 (2019), p. 156. arXiv: 1812.08752 [hep-th].
[248] N. E. J. Bjerrum-Bohr, B. R. Holstein, J. F. Donoghue, L. Planté, and P. Vanhove. "Illuminating Light Bending". In: PoS CORFU2016 (2017), p. 077. arXiv: 1704.01624 [gr-qc].
[249] E. Schrödinger. "An Undulatory Theory of the Mechanics of Atoms and Molecules". In: Phys. Rev. 28 (6 Dec. 1926), pp. 1049-1070.
[250] C. E. DeTar, D. Z. Freedman, and G. Veneziano. "Sum rules for inclusive crosssections". In: Phys. Rev. D 4 (1971), pp. 906-909.
[251] E. Newman and R. Penrose. "An Approach to gravitational radiation by a method of spin coefficients". In: J. Math. Phys. 3 (1962), pp. 566-578.
[252] W. T. Emond, Y.-T. Huang, U. Kol, N. Moynihan, and D. O'Connell. "Amplitudes from Coulomb to Kerr-Taub-NUT"' In: (Oct. 2020). arXiv: 2010.07861 [hep-th].
[253] R. Penrose and W. Rindler. SPINORS AND SPACE-TIME. VOL. 2: SPINOR AND TWISTOR METHODS IN SPACE-TIME GEOMETRY. Cambridge Monographs on Mathematical Physics. Cambridge University Press, Apr. 1988. ISBN: 978-0-521-347860, 978-0-511-86842-9.
[254] M. Boyle et al. "The SXS Collaboration catalog of binary black hole simulations". In: Class. Quant. Grav. 36.19 (2019), p. 195006. arXiv: 1904.04831 [gr-qc].
[255] S. Weinberg. "Infrared photons and gravitons". In: Phys. Rev. 140 (1965), B516-B524.
[256] A. Addazi, M. Bianchi, and G. Veneziano. "Soft gravitational radiation from ultrarelativistic collisions at sub- and sub-sub-leading order". In: JHEP 05 (2019), p. 050. arXiv: 1901.10986 [hep-th].
[257] S. Weinberg. "Photons and Gravitons in $S$-Matrix Theory: Derivation of Charge Conservation and Equality of Gravitational and Inertial Mass". In: Phys. Rev. 135 (1964), B1049-B1056.
[258] A. Laddha and A. Sen. "Sub-subleading Soft Graviton Theorem in Generic Theories of Quantum Gravity". In: JHEP 10 (2017), p. 065. arXiv: 1706.00759 [hep-th].
[259] A. Sen. "Subleading Soft Graviton Theorem for Loop Amplitudes". In: JHEP 11 (2017), p. 123. arXiv: 1703.00024 [hep-th].
[260] F. Cachazo and A. Strominger. "Evidence for a New Soft Graviton Theorem". In: (Apr. 2014). arXiv: 1404.4091 [hep-th].
[261] J. F. Donoghue and T. Torma. "Infrared behavior of graviton-graviton scattering". In: Phys. Rev. D 60 (1999), p. 024003. arXiv: hep-th/9901156.
[262] R. Akhoury, R. Saotome, and G. Sterman. "Collinear and Soft Divergences in Perturbative Quantum Gravity". In: Phys. Rev. D 84 (2011), p. 104040. arXiv: 1109.0270 [hep-th].
[263] M. Ciafaloni, D. Colferai, and G. Veneziano. "Infrared features of gravitational scattering and radiation in the eikonal approach". In: Phys. Rev. D 99.6 (2019), p. 066008. arXiv: 1812.08137 [hep-th].
[264] J. Ware, R. Saotome, and R. Akhoury. "Construction of an asymptotic S matrix for perturbative quantum gravity". In: JHEP 10 (2013), p. 159. arXiv: 1308.6285 [hep-th].
[265] G. Korchemsky, E. Sokatchev, and A. Zhiboedov. "Generalizing event shapes: In search of lost collider time". In: (June 2021). arXiv: 2106.14899 [hep-th].
[266] K. Mitman et al. "Adding gravitational memory to waveform catalogs using BMS balance laws". In: Phys. Rev. D 103.2 (2021), p. 024031. arXiv: 2011.01309 [gr-qc].
[267] A. Ashtekar, T. De Lorenzo, and N. Khera. "Compact binary coalescences: The subtle issue of angular momentum". In: Phys. Rev. D 101.4 (2020), p. 044005. arXiv: 1910. 02907 [gr-qc].
[268] K. Mitman et al. "Fixing the BMS frame of numerical relativity waveforms". In: Phys. Rev. $D 104.2$ (2021), p. 024051. arXiv: 2105.02300 [gr-qc].
[269] J. R. Klauder, B. S. B.-S. Skagerstam, and B.-S. Skagerstam. Coherent states : applications in physics and mathematical physics / J.R. Klauder, B.S. Skagerstam. eng. Singapore ; Philadelphia: World Scientific, 1985. ISBN: 9971966530.
[270] L. de la Cruz, B. Maybee, D. O'Connell, and A. Ross. "Classical Yang-Mills observables from amplitudes". In: JHEP 12 (2020), p. 076. arXiv: 2009.03842 [hep-th].
[271] L. Smarr. "Gravitational Radiation from Distant Encounters and from Headon Collisions of Black Holes: The Zero Frequency Limit". In: Phys. Rev. D 15 (1977), pp. 20692077.
[272] M. Gell-Mann and M. Goldberger. "Scattering of low-energy photons by particles of spin 1/2". In: Phys. Rev. 96 (1954), pp. 1433-1438.
[273] F. Low. "Bremsstrahlung of very low-energy quanta in elementary particle collisions". In: Phys. Rev. 110 (1958), pp. 974-977.
[274] A. Manu, D. Ghosh, A. Laddha, and P. V. Athira. "Soft radiation from scattering amplitudes revisited". In: JHEP 05 (2021), p. 056. arXiv: 2007.02077 [hep-th].
[275] E. Laenen, G. Stavenga, and C. D. White. "Path integral approach to eikonal and next-to-eikonal exponentiation". In: JHEP 03 (2009), p. 054. arXiv: 0811.2067 [hep-ph].
[276] C. D. White. "Factorization Properties of Soft Graviton Amplitudes". In: JHEP 05 (2011), p. 060. arXiv: 1103.2981 [hep-th].
[277] E. Laenen, L. Magnea, G. Stavenga, and C. D. White. "Next-to-Eikonal Corrections to Soft Gluon Radiation: A Diagrammatic Approach". In: JHEP 01 (2011), p. 141. arXiv: 1010.1860 [hep-ph].
[278] M. D. Schwartz. Quantum Field Theory and the Standard Model. Cambridge University Press, Mar. 2014. ISBN: 978-1-107-03473-0, 978-1-107-03473-0.
[279] H. M. Fried. Functional methods and models in quantum field theory. MIT Press, 1972.
[280] I. A. Korchemskaya and G. P. Korchemsky. "High-energy scattering in QCD and cross singularities of Wilson loops". In: Nucl. Phys. B 437 (1995), pp. 127-162. arXiv: hepph/9409446.
[281] S. Melville, S. G. Naculich, H. J. Schnitzer, and C. D. White. "Wilson line approach to gravity in the high energy limit". In: Phys. Rev. D 89.2 (2014), p. 025009. arXiv: 1306.6019 [hep-th].
[282] A. Luna, S. Melville, S. G. Naculich, and C. D. White. "Next-to-soft corrections to high energy scattering in QCD and gravity". In: JHEP 01 (2017), p. 052. arXiv: 1611.02172 [hep-th].
[283] D. Bonocore. "Asymptotic dynamics on the worldline for spinning particles". In: JHEP 02 (2021), p. 007. arXiv: 2009.07863 [hep-th].
[284] D. Bonocore, A. Kulesza, and J. Pirsch. "Classical and quantum gravitational scattering with Generalized Wilson Lines". In: (Dec. 2021). arXiv: 2112.02009 [hep-th].
[285] P. P. Kulish and L. D. Faddeev. "Asymptotic conditions and infrared divergences in quantum electrodynamics". In: Theor. Math. Phys. 4 (1970), p. 745.
[286] R. J. Glauber. "Coherent and incoherent states of the radiation field". In: Phys. Rev. 131 (1963), pp. 2766-2788.
[287] R. J. Glauber. "The Quantum theory of optical coherence". In: Phys. Rev. 130 (1963), pp. 2529-2539.
[288] E. C. G. Sudarshan. "Equivalence of semiclassical and quantum mechanical descriptions of statistical light beams". In: Phys. Rev. Lett. 10 (1963), pp. 277-279.
[289] W.-M. Zhang. "Coherent states in field theory". In: (Aug. 1999). Ed. by A. N. Mitra, pp. 297-323. arXiv: hep-th/9908117.
[290] J. K. Blitzstein and J. Hwang. Introduction to Probability Second Edition. 2019.
[291] M. Hillery. "Classical pure states are coherent states". In: Physics Letters A 111.8 (1985), pp. 409-411. ISSN: 0375-9601.
[292] J. Klauder and G. Sudarshan. Fundamentals of quantum optics. 1968.
[293] L. Mandel and E. Wolf. Optical Coherence and Quantum Optics. Cambridge Univ. Pr., 1995. ISBN: 978-0-521-41711-2.
[294] O. Giraud, P. Braun, and D. Braun. "Classicality of spin states". In: Physical Review A 78.4 (2008), p. 042112.
[295] R. Aoude, M.-Z. Chung, Y.-t. Huang, C. S. Machado, and M.-K. Tam. "Silence of Binary Kerr Black Holes". In: Phys. Rev. Lett. 125.18 (2020), p. 181602. arXiv: 2007. 09486 [hep-th].
[296] C. Itzykson and J. Zuber. Quantum Field Theory. International Series In Pure and Applied Physics. New York: McGraw-Hill, 1980. ISBN: 978-0-486-44568-7.
[297] F. Gelis and R. Venugopalan. "Particle production in field theories coupled to strong external sources". In: Nucl. Phys. A 776 (2006), pp. 135-171. arXiv: hep-ph/0601209.
[298] F. Gelis and R. Venugopalan. "Particle production in field theories coupled to strong external sources. II. Generating functions". In: Nucl. Phys. A 779 (2006), pp. 177-196. arXiv: hep-ph/0605246.
[299] F. Gelis and N. Tanji. "Schwinger mechanism revisited". In: Prog. Part. Nucl. Phys. 87 (2016), pp. 1-49. arXiv: 1510.05451 [hep-ph].
[300] L. de la Cruz, A. Luna, and T. Scheopner. "Yang-Mills observables: from KMOC to eikonal through EFT". In: (Aug. 2021). arXiv: 2108.02178 [hep-th].
[301] R. Akhoury, R. Saotome, and G. Sterman. "High Energy Scattering in Perturbative Quantum Gravity at Next to Leading Power". In: Phys. Rev. D 103.6 (2021), p. 064036. arXiv: 1308.5204 [hep-th].
[302] S. Choi and R. Akhoury. "BMS Supertranslation Symmetry Implies Faddeev-Kulish Amplitudes". In: JHEP 02 (2018), p. 171. arXiv: 1712.04551 [hep-th].
[303] A. H. Mueller. Perturbative Quantum Chromodynamics (Advanced Series on Directions in High Energy Physics). World Scientific Pub Co Inc, 1988. ISBN: 9971505657.
[304] N. Agarwal, L. Magnea, C. Signorile-Signorile, and A. Tripathi. "The Infrared Structure of Perturbative Gauge Theories". In: (Dec. 2021). arXiv: 2112.07099 [hep-ph].
[305] H. Hannesdottir and M. D. Schwartz. "A Finite S-Matrix". In: (2019). arXiv: 1906. 03271 [hep-th].
[306] H. Hannesdottir and M. D. Schwartz. "An $S$-Matrix for Massless Particles". In: (2019). arXiv: 1911.06821 [hep-th].
[307] S. Catani and M. Ciafaloni. "Generalized coherent state for soft gluon emission". In: Nuclear Physics B 249.2 (1985), pp. 301 -331. ISSN: 0550-3213.
[308] S. Catani, M. Ciafaloni, and G. Marchesini. "Non-cancelling infrared divergences in QCD coherent states". In: Nuclear Physics B 264 (1986), pp. 588-620. ISSN: 0550-3213.
[309] S. Catani and M. Ciafaloni. "Gauge covariance of QCD coherent states". In: Nuclear Physics B 289 (1987), pp. $535-556$. ISSN: 0550-3213.
[310] M. Ciafaloni. "The QCD coherent state from asymptotic dynamics". In: Physics Letters B 150.5 (1985), pp. $379-382$. ISSN: 0370-2693.
[311] M. Ciafaloni. "Infrared Singularities and Coherent States in Gauge Theories". In: Adv. Ser. Direct. High Energy Phys. 5 (1989), pp. 491-572.
[312] V. Del Duca, L. Magnea, and G. F. Sterman. "Collinear Infrared Factorization and Asymptotic Evolution". In: Nucl. Phys. B324 (1989), pp. 391-411.
[313] D. A. Forde and A. Signer. "Infrared finite amplitudes for massless gauge theories". In: Nucl. Phys. B684 (2004), pp. 125-161. arXiv: hep-ph/0311059 [hep-ph].
[314] C. Cheung and G. N. Remmen. "Hidden Simplicity of the Gravity Action". In: JHEP 09 (2017), p. 002. arXiv: 1705.00626 [hep-th].
[315] S. Deser. "Selfinteraction and gauge invariance". In: Gen. Rel. Grav. 1 (1970), pp. 918. arXiv: gr-qc/0411023.
[316] S. Deser. "Gravity From Selfinteraction in a Curved Background". In: Class. Quant. Grav. 4 (1987), p. L99.
[317] xAct package: Efficient tensor computer algebra for the Wolfram Language. http: //www.xact.es/.
[318] A. Koemans Collado and S. Thomas. "Eikonal Scattering in Kaluza-Klein Gravity". In: JHEP 04 (2019), p. 171. arXiv: 1901. 05869 [hep-th].
[319] G. 't Hooft and M. J. G. Veltman. "Diagrammar". In: NATO Sci. Ser. B 4 (1974), pp. 177-322.
[320] D. C. Dunbar, J. H. Godwin, G. R. Jehu, and W. B. Perkins. "Diagrammar in an Extended Theory of Gravity". In: Phys. Lett. B771 (2017), pp. 230-234. arXiv: 1702. 08273 [hep-th].
[321] R. Britto, F. Cachazo, B. Feng, and E. Witten. "Direct proof of tree-level recursion relation in Yang-Mills theory". In: Phys. Rev. Lett. 94 (2005), p. 181602. arXiv: hepth/0501052 [hep-th].
[322] P. Benincasa and F. Cachazo. "Consistency Conditions on the S-Matrix of Massless Particles". In: (2007). arXiv: 0705.4305 [hep-th].
[323] N. Arkani-Hamed, T.-C. Huang, and Y.-t. Huang. "Scattering Amplitudes For All Masses and Spins". In: (2017). arXiv: 1709.04891 [hep-th].
[324] H. Elvang and Y.-t. Huang. "Scattering Amplitudes". In: (2013). arXiv: 1308. 1697 [hep-th].
[325] P. Benincasa, C. Boucher-Veronneau, and F. Cachazo. "Taming Tree Amplitudes In General Relativity". In: JHEP 11 (2007), p. 057. arXiv: hep-th/0702032 [HEP-TH].
[326] N. Arkani-Hamed and J. Kaplan. "On Tree Amplitudes in Gauge Theory and Gravity". In: JHEP 04 (2008), p. 076. arXiv: 0801.2385 [hep-th].
[327] T. Cohen, H. Elvang, and M. Kiermaier. "On-shell constructibility of tree amplitudes in general field theories". In: JHEP 04 (2011), p. 053. arXiv: 1010.0257 [hep-th].
[328] C. Cheung, C.-H. Shen, and J. Trnka. "Simple Recursion Relations for General Field Theories". In: JHEP 06 (2015), p. 118. arXiv: 1502.05057 [hep-th].
[329] R. Britto, F. Cachazo, and B. Feng. "New recursion relations for tree amplitudes of gluons". In: Nucl. Phys. B715 (2005), pp. 499-522. arXiv: hep-th/0412308 [hep-th].
[330] S. D. Badger, E. W. N. Glover, V. V. Khoze, and P. Svrcek. "Recursion relations for gauge theory amplitudes with massive particles". In: JHEP 07 (2005), p. 025. arXiv: hep-th/0504159.
[331] N. E. J. Bjerrum-Bohr, J. F. Donoghue, and P. Vanhove. "On-shell Techniques and Universal Results in Quantum Gravity". In: JHEP 02 (2014), p. 111. arXiv: 1309.0804 [hep-th].
[332] N. E. J. Bjerrum-Bohr, A. Cristofoli, P. H. Damgaard, and H. Gomez. "Scalar-Graviton Amplitudes". In: JHEP 11 (2019), p. 148. arXiv: 1908.09755 [hep-th].
[333] F. Cachazo and A. Guevara. "Leading Singularities and Classical Gravitational Scattering". In: JHEP 02 (2020), p. 181. arXiv: 1705.10262 [hep-th].
[334] Y. F. Bautista and A. Guevara. "On the double copy for spinning matter". In: JHEP 11 (2021), p. 184. arXiv: 1908.11349 [hep-th].
[335] A. Brandhuber, G. Chen, G. Travaglini, and C. Wen. "A new gauge-invariant double copy for heavy-mass effective theory". In: JHEP 07 (2021), p. 047. arXiv: 2104.11206 [hep-th].
[336] R. Saotome and R. Akhoury. "Relationship Between Gravity and Gauge Scattering in the High Energy Limit". In: JHEP 01 (2013), p. 123. arXiv: 1210.8111 [hep-th].
[337] M. Ciafaloni, D. Colferai, F. Coradeschi, and G. Veneziano. "Unified limiting form of graviton radiation at extreme energies". In: Phys. Rev. D 93.4 (2016), p. 044052. arXiv: 1512.00281 [hep-th].
[338] N. E. J. Bjerrum-Bohr, J. F. Donoghue, B. R. Holstein, L. Plante, and P. Vanhove. "Light-like Scattering in Quantum Gravity". In: JHEP 11 (2016), p. 117. arXiv: 1609. 07477 [hep-th].
[339] P. Di Vecchia, S. G. Naculich, R. Russo, G. Veneziano, and C. D. White. "A tale of two exponentiations in $\mathcal{N}=8$ supergravity at subleading level". In: JHEP 03 (2020), p. 173. arXiv: 1911.11716 [hep-th].
[340] P. Di Vecchia, A. Luna, S. G. Naculich, R. Russo, G. Veneziano, and C. D. White. "A tale of two exponentiations in $\mathcal{N}=8$ supergravity". In: Phys. Lett. B 798 (2019), p. 134927. arXiv: 1908.05603 [hep-th].
[341] C. Shi and J. Plefka. "Classical Double Copy of Worldline Quantum Field Theory". In: (Sept. 2021). arXiv: 2109.10345 [hep-th].
[342] K. Haddad. "Exponentiation of the leading eikonal with spin". In: (Sept. 2021). arXiv: 2109.04427 [hep-th].
[343] P. H. Damgaard, L. Plante, and P. Vanhove. "On an Exponential Representation of the Gravitational S-Matrix". In: (July 2021). arXiv: 2107.12891 [hep-th].
[344] W. T. Emond, N. Moynihan, and L. Wei. "Quantization Conditions and the Double Copy". In: (Sept. 2021). arXiv: 2109.11531 [hep-th].
[345] D. Amati, M. Ciafaloni, and G. Veneziano. "Higher Order Gravitational Deflection and Soft Bremsstrahlung in Planckian Energy Superstring Collisions". In: Nucl. Phys. B 347 (1990), pp. 550-580.
[346] D. N. Kabat and M. Ortiz. "Eikonal quantum gravity and Planckian scattering". In: Nucl. Phys. B 388 (1992), pp. 570-592. arXiv: hep-th/9203082.
[347] D. Amati, M. Ciafaloni, and G. Veneziano. "Towards an S-matrix description of gravitational collapse". In: JHEP 02 (2008), p. 049. arXiv: 0712.1209 [hep-th].
[348] R. Torgerson. "Field-Theoretic Formulation of the Optical Model at High Energies". In: Phys. Rev. 143 (1966), pp. 1194-1215.
[349] H. D. I. Abarbanel and C. Itzykson. "Relativistic eikonal expansion". In: Phys. Rev. Lett. 23 (1969), p. 53.
[350] H. Cheng and T. T. Wu. "High-energy elastic scattering in quantum electrodynamics". In: Phys. Rev. Lett. 22 (1969), p. 666.
[351] M. Levy and J. Sucher. "Eikonal approximation in quantum field theory". In: Phys. Rev. 186 (1969), pp. 1656-1670.
[352] S. J. Wallace. "Eikonal expansion". In: Annals of Physics 78.1 (1973), pp. 190-257. ISSN: 0003-4916.
[353] H. Cheng and T. T. Wu. "Impact factor and exponentiation in high-energy scattering processes". In: Phys. Rev. 186 (1969), pp. 1611-1618.
[354] S. J. Wallace and J. A. McNeil. "Relativistic Eikonal Expansion". In: Phys. Rev. D 16 (1977), p. 3565.
[355] H. Cheng, J. Dickinson, P. Yeung, and K. Olaussen. "Consequences of the Eikonal Formula". In: Physical Review D 23 (1981), pp. 1411-1420.
[356] C. D. White. "An Introduction to Webs". In: J. Phys. G 43.3 (2016), p. 033002. arXiv: 1507.02167 [hep-ph].
[357] A. Koemans Collado, P. Di Vecchia, R. Russo, and S. Thomas. "The subleading eikonal in supergravity theories". In: JHEP 10 (2018), p. 038. arXiv: 1807.04588 [hep-th].
[358] M. Ciafaloni and D. Colferai. "Rescattering corrections and self-consistent metric in Planckian scattering". In: JHEP 10 (2014), p. 085. arXiv: 1406.6540 [hep-th].
[359] A. Guevara, A. Ochirov, and J. Vines. "Black-hole scattering with general spin directions from minimal-coupling amplitudes". In: Phys. Rev. D 100.10 (2019), p. 104024. arXiv: 1906.10071 [hep-th].
[360] B. Maybee, D. O'Connell, and J. Vines. "Observables and amplitudes for spinning particles and black holes". In: JHEP 12 (2019), p. 156. arXiv: 1906.09260 [hep-th].
[361] M.-Z. Chung, Y.-T. Huang, and J.-W. Kim. "Classical potential for general spinning bodies". In: JHEP 09 (2020), p. 074. arXiv: 1908.08463 [hep-th].
[362] N. Arkani-Hamed, Y.-t. Huang, and D. O’Connell. "Kerr black holes as elementary particles". In: JHEP 01 (2020), p. 046. arXiv: 1906.10100 [hep-th].
[363] N. Moynihan. "Kerr-Newman from Minimal Coupling". In: JHEP 01 (2020), p. 014. arXiv: 1909.05217 [hep-th].
[364] D. J. Burger, W. T. Emond, and N. Moynihan. "Rotating Black Holes in Cubic Gravity". In: Phys. Rev. D 101.8 (2020), p. 084009. arXiv: 1910.11618 [hep-th].
[365] B.-T. Chen, M.-Z. Chung, Y.-t. Huang, and M. K. Tam. "Minimal spin deflection of Kerr-Newman and Supersymmetric black hole". In: (June 2021). arXiv: 2106. 12518 [hep-th].
[366] J. J. Sakurai and J. Napolitano. Modern Quantum Mechanics. 2nd ed. Cambridge University Press, 2017.
[367] A. Di Piazza, K. Z. Hatsagortsyan, and C. H. Keitel. "Quantum radiation reaction effects in multiphoton Compton scattering". In: Phys. Rev. Lett. 105 (2010), p. 220403. arXiv: 1007.4914 [hep-ph].
[368] V. Dinu, T. Heinzl, and A. Ilderton. "Infra-Red Divergences in Plane Wave Backgrounds". In: Phys. Rev. D 86 (2012), p. 085037. arXiv: 1206.3957 [hep-ph].
[369] D. Seipt and B. Kampfer. "Two-photon Compton process in pulsed intense laser fields". In: Phys. Rev. D 85 (2012), p. 101701. arXiv: 1201.4045 [hep-ph].
[370] V. Dinu, C. Harvey, A. Ilderton, M. Marklund, and G. Torgrimsson. "Quantum radiation reaction: from interference to incoherence". In: Phys. Rev. Lett. 116.4 (2016), p. 044801 . arXiv: 1512.04096 [hep-ph].
[371] T. G. Blackburn, D. Seipt, S. S. Bulanov, and M. Marklund. "Benchmarking semiclassical approaches to strong-field QED: nonlinear Compton scattering in intense laser pulses". In: Phys. Plasmas 25.8 (2018), p. 083108. arXiv: 1804.11085 [physics.plasm-ph].
[372] G. Torgrimsson. "Resummation of Quantum Radiation Reaction in Plane Waves". In: Phys. Rev. Lett. 127.11 (2021), p. 111602 . arXiv: 2102.11346 [hep-ph].
[373] T. Hartman, S. Kundu, and A. Tajdini. "Averaged Null Energy Condition from Causality". In: JHEP 07 (2017), p. 066. arXiv: 1610.05308 [hep-th].
[374] T. Faulkner, R. G. Leigh, O. Parrikar, and H. Wang. "Modular Hamiltonians for Deformed Half-Spaces and the Averaged Null Energy Condition". In: JHEP 09 (2016), p. 038. arXiv: 1605.08072 [hep-th].
[375] R. Bousso, Z. Fisher, S. Leichenauer, and A. C. Wall. "Quantum focusing conjecture". In: Phys. Rev. D 93.6 (2016), p. 064044 . arXiv: 1506.02669 [hep-th].
[376] A. C. Wall. "Proving the Achronal Averaged Null Energy Condition from the Generalized Second Law". In: Phys. Rev. D 81 (2010), p. 024038. arXiv: 0910.5751 [gr-qc].
[377] R. Bousso. "Asymptotic Entropy Bounds". In: Phys. Rev. D 94.2 (2016), p. 024018. arXiv: 1606.02297 [hep-th].
[378] R. Bousso, I. Halpern, and J. Koeller. "Information Content of Gravitational Radiation and the Vacuum". In: Phys. Rev. D 94.6 (2016), p. 064047. arXiv: 1607.03122 [hep-th].
[379] T. Hahn. "Generating Feynman diagrams and amplitudes with FeynArts 3". In: Comput. Phys. Commun. 140 (2001), pp. 418-431. arXiv: hep-ph/0012260.
[380] V. Shtabovenko, R. Mertig, and F. Orellana. "New Developments in FeynCalc 9.0". In: Comput. Phys. Commun. 207 (2016), pp. 432-444. arXiv: 1601.01167 [hep-ph].
[381] V. Shtabovenko, R. Mertig, and F. Orellana. "FeynCalc 9.3: New features and improvements". In: Comput. Phys. Commun. 256 (2020), p. 107478. arXiv: 2001.04407 [hep-ph].


[^0]:    ${ }^{1}$ See [144, 145] for earlier approaches.

[^1]:    ${ }^{1}$ We could choose different uncertainties $\ell_{w}^{(i)}$ for each particle at the expense of a slightly more complicated notation. There is no reason for us to exploit this freedom here, so we choose the simpler case of one common $\ell_{w}$.

[^2]:    ${ }^{2}$ This is also called the in-in formalism at zero temperature.

[^3]:    ${ }^{3}$ For simplicity, we have suppressed the spacetime indices in the path integral variables and the boundary conditions of the path integral which should force the state to be $\left|0_{\text {in }}\right\rangle$ at $t=-\infty$.

[^4]:    ${ }^{4}$ The proof holds for vector bosons and gravitons.

[^5]:    ${ }^{5}$ We retain this definition even in units where $\hbar \neq 1$. In that case the dimensions of the fields $A_{\mu}$ and $h_{\mu \nu}$ are both $\sqrt{\text { mass/length }}$.

[^6]:    ${ }^{6}$ It could be worth remarking that the Riemann tensor is gauge-invariant in linearised theory.
    ${ }^{7}$ The wave $\left\langle\alpha^{-}\right| \mathbb{A}^{\mu}\left|\alpha^{-}\right\rangle$is circularly polarized in the opposite sense.

[^7]:    ${ }^{1}$ There are various subtleties in such definition as we will discuss explicitly here. Technically surface densities are defined up to boundary terms that do not change the total charge. Thus, only the equivalence class of a light-ray operator is uniquely defined. Moreover we are interested in the standard (hard) charge coming from contracting the stress tensor $T_{\mu \nu}$ with a Killing vector $\xi^{\mu}$, which might differ from the isometry charge in the covariant phase space formulation.
    ${ }^{2}$ More generically, choosing a spatial slice of the null surface $u^{0}=\Lambda(z, \bar{z})$, a canonical "boost energy" can be defined [202]

    $$
    \begin{equation*}
    \frac{1}{2} \int \mathrm{~d}^{2} z \int_{\Lambda(z, \bar{z})}^{+\infty} \mathrm{d} u(u-\Lambda(z, \bar{z})) \lim _{r \rightarrow \infty} r^{2} T_{u u}(u, r, z, \bar{z}) \tag{3.19}
    \end{equation*}
    $$

    which turns out to be connected with the notion of "area operator", providing thus a link to the concept of generalized entropy and to the generalized second law.

[^8]:    ${ }^{3}$ One can easily work in a more general setting with derivative interactions. However, such terms will drop off due to their scaling in $\frac{1}{r}$ in the limit that the null-sheet is pushed out to null-infinity. Instead, we prefer the interaction terms drop off directly from the structure of stress tensor components since this more closely resembles scalar light-ray operators in the bulk (see appendix C).

[^9]:    ${ }^{4}$ Soft scalar modes are beyond the scope of this work, so we do not allow the scalar field asymptotic expansion to have a constant piece around $\mathcal{I}_{ \pm}^{+}$.

[^10]:    ${ }^{5}$ Technically, we take first the saddle point estimate of the quantum field so that it will localize on its point particle expression.
    ${ }^{6}$ The original frequencies are given by $\omega_{p_{1}}=\left(\omega_{+}+\omega_{-}\right)$and $\omega_{p_{2}}=\left(\omega_{+}-\omega_{-}\right)$and the integration measure becomes $\mathrm{d} \omega_{p_{1}} \mathrm{~d} \omega_{p_{2}}=2 \mathrm{~d} \omega^{-} \mathrm{d} \omega^{+}$.
    ${ }^{7}$ Here we have assumed, as before, that the other contributions dropped because they are unphysical.

[^11]:    ${ }^{8} \mathrm{~A}$ similar idea applies to the ingoing case.

[^12]:    ${ }^{9}$ Similar boundary terms were also observed in [209], although He and Mitra considered the total angular momentum flux charge.

[^13]:    ${ }^{10}$ Please notice that as in scalar case, we could have changed the boundary conditions to set $C_{z}^{a}(z, \bar{z})=0$ in order to allow only hard modes.

[^14]:    ${ }^{11}$ We stress that the gauge invariance of eq. (3.73) holds only under the average prescription [219].
    ${ }^{12}$ See also [227] where some of the relations between different conventions are spelled out in detail.
    ${ }^{13}$ In light-cone gauge, $A_{v}=0$.

[^15]:    ${ }^{14}$ Probably also because it makes direct contact with the Weyl tensor component $\Psi_{1}^{0}$.
    ${ }^{15}$ These expressions can be derived in other ways. For example, $\mathcal{E}_{\mathrm{GR}}(\hat{\boldsymbol{n}})$ and $\mathcal{K}_{\mathrm{GR}}(\hat{\boldsymbol{n}})$ can be deduced from the saddle point estimate of the Isaacson effective stress tensor in flat null coordinates.

[^16]:    ${ }^{16}$ The fact that our operators are non-local does not guarantee the convergence of the OPE of such operators in the first place. This problem can be solved in CFT [155], but it is not clear how to generalize it to a general quantum field theory.

[^17]:    ${ }^{17}$ The following steps can be made rigorous by smearing the states with appropriate smooth wavefunctions, as explained earlier.

[^18]:    ${ }^{18}$ Since the $\mathcal{N}_{z / \bar{z}}$ do not contain integrals over the transverse directions, one must smear them with a test function. A more rigorous analysis would involve studying Wightman functions in position space with a careful prescription for sending the operator positions to the same light-sheet (see [244], for example) in addition to smearing with test functions.

[^19]:    ${ }^{19}$ It is worth remembering here that $\delta^{2}\left(\Omega_{\hat{\boldsymbol{n}}_{1}}-\Omega_{\hat{\boldsymbol{n}}_{2}}\right)=2 \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right)$.

[^20]:    ${ }^{20}$ Their prediction is
    $\left[\mathcal{N}_{z}\left(\hat{\boldsymbol{n}}_{1}\right), \mathcal{N}_{\bar{z}}\left(\hat{\boldsymbol{n}}_{2}\right)\right]=+2 i \partial_{z} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{\bar{z}}\left(\hat{\boldsymbol{n}}_{2}\right)+2 i \partial_{\bar{z}} \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \mathcal{N}_{z}\left(\hat{\boldsymbol{n}}_{2}\right)-2 i \delta^{2}\left(z_{\hat{\boldsymbol{n}}_{1}}-z_{\hat{\boldsymbol{n}}_{2}}\right) \partial_{z} \mathcal{N}_{\bar{z}}\left(\hat{\boldsymbol{n}}_{2}\right)$.

[^21]:    ${ }^{1}$ See the beautiful and pedagogical discussion in [248] for more details.

[^22]:    ${ }^{2}$ Usually care must be taken with these delta functions at higher order. Here we work at leading order, so the situation is simple.

[^23]:    ${ }^{3}$ In reference [95], the analysis of the five-point tree amplitude was performed in gravity using the large mass expansion, which is equivalent to expanding in small $\hbar$.

[^24]:    ${ }^{4}$ We learned from G. Veneziano that the use of a cut 6 -point function to compute observables which are quadratic in the fields (such as number or energy densities in inclusive cross-sections) goes back to Mueller's generalized optical theorem from the seventies (see e.g. [250] and references therein).

[^25]:    ${ }^{5}$ We use capital letters to denote the elements of our NP basis rather than the more traditional lower case symbols in order to distinguish the vectors from loop momenta, masses, etc.

[^26]:    ${ }^{6}$ At leading order there is no distinction between consecutive double soft limits and simultaneous double soft limits, so we don't need to assume any hierarchy in the energy of the soft gravitons.

[^27]:    ${ }^{7}$ Here $s=\left(p_{1}+p_{2}\right)^{2}$ is the center of mass energy.

[^28]:    ${ }^{8}$ Here we are not considering collinear divergences, which play a huge role in QCD.

[^29]:    ${ }^{9}$ With our conventions, the expected power of $(2 \pi)^{-1}$ is in the forward rather than the inverse Mellin transform.

[^30]:    ${ }^{1}$ A useful pedagogical review of Schwinger proper time methods may be found in ref. [278].
    ${ }^{2}$ As usual in the context of Schwinger proper time [278] we choose a convenient normalisation for "time" $t$ and the associated Hamiltonian $H$. In particular the dimensions of $H$ are mass ${ }^{2}$.

[^31]:    ${ }^{3}$ We stress that eq. (5.35) applies to the S-matrix. Substituting this into eq. (5.26) recovers the result that the scattering amplitude -related to the T-matrix - is given by $e^{i \chi}-1$.

[^32]:    ${ }^{4}$ Here, loosely speaking, we call radiation modes the ones corresponding to $k_{0} \sim|\boldsymbol{k}|$ and potential modes the ones with $k_{0} \ll|\boldsymbol{k}|$ [35].

[^33]:    ${ }^{5}$ For $n=0$, the first term in the sum has to be interpreted as $|0\rangle\langle 0|$. This will be implicitly assumed in the rest of the argument.

[^34]:    ${ }^{6}$ Technically this is a random variable $\alpha^{\sigma}(k)$ for each value of the momentum in the dual lattice, i.e. there is an harmonic oscillator for each quanta of radiation. But since they are all independent, we can promote this statement to the full expression.

[^35]:    ${ }^{7}$ In the quantum optics literature the normal-ordered correlator of the electric field at different spatial locations can have various degrees of coherence [292, 293].

[^36]:    ${ }^{8}$ See also [6] for a more rigorous approach by taking the large volume limit of a finite spacetime box, where momenta are quantized and we only need to consider a finite superposition of harmonic oscillators. We thank Donal O'Connell for emphasizing this point.

[^37]:    ${ }^{9}$ It is not necessary to specify $\alpha_{E_{k} \sim 0}^{\sigma}(k)$ for the argument to work. The interested reader can find additional details in [264].
    ${ }^{10}$ This argument does not apply directly to non-abelian theories because of the presence of collinear divergences, which for perturbative gravity are known to cancel exactly [262]. It would be interesting to develop this idea further, along the lines of [270, 300].
    ${ }^{11}$ To avoid cluttering the notation, we keep the $\lambda$ dependence implicit in $P_{n}^{\left(L_{1}, L_{2}\right)} \equiv P_{n}^{\left(L_{1}, L_{2}\right), \lambda}$.

[^38]:    ${ }^{12}$ Similar statements about the classical factorization have been made in [3] for infrared divergences and in [4] for the classical expansion.

[^39]:    ${ }^{13}$ There is also an additional term which is the analogue of the Coulomb phase contribution in QED, which plays an important role at higher orders in the soft expansion but not at leading order.

[^40]:    ${ }^{14}$ See [303] for an introduction to the topic, [304] for a recent review on the problem and [305, 306] for an alternative approach using old-fashioned perturbation theory.

[^41]:    ${ }^{1}$ See for example eq. (3.1) of [318], with $D=4$ and $\kappa=\sqrt{2} \kappa_{4}$.

[^42]:    ${ }^{2}$ This terminology is taken from [319, 320].

[^43]:    ${ }^{3}$ For simplicity, we will suppress the $a, \dot{b}$ indices from here on.

[^44]:    ${ }^{4}$ In particular, the $3 \leftrightarrow 4$ symmetry is restored, and the correct $s_{34}$ factorization is reproduced.

[^45]:    ${ }^{5}$ Note that because the momenta are all incoming, the $K_{i}$ are not momentum transfers.

[^46]:    ${ }^{6}$ The three-line shift used in section 6.2 .3 produces more factorisations making the form less efficient. Moreover the presence of a boundary term in the same-helicity case restricts its application to generic configurations.
    ${ }^{7}$ This occurs diagram by diagram for the mixed helicity case, but there are non-trivial cancellations in the case of the all-plus-helicity configuration.

[^47]:    ${ }^{8}$ Only for this case, we use an asymmetric parametrization of the external momenta in terms of the classical velocities just to show the agreement with the literature.

[^48]:    ${ }^{9}$ A similar result has been obtained in scalar QED in [6].
    ${ }^{10}$ Alternatively, we should have written

    $$
    \lim _{\hbar \rightarrow 0} \hbar\left(\frac{G^{3}}{\hbar^{3}}\right) P_{1}^{(0,0)} \sim \hbar^{0}, \quad \lim _{\hbar \rightarrow 0} \hbar\left(\frac{G^{4}}{\hbar^{4}}\right) P_{2}^{(0,0)}=0
    $$

[^49]:    ${ }^{1}$ As noted above, we dropped the quantum remainder $\Delta$ which plays no role in our analysis.

[^50]:    ${ }^{2}$ One can find this expression also by promoting the eikonal phase to an operator $\hat{\chi}\left(x_{\perp}, s\right)$ : the impulse on particle $i$ in the transverse plane $\hat{Q}_{\perp i}^{\mu}$ is then be related to the standard commutator $\left[\hat{Q}_{\perp i}^{\mu}, e^{i \hat{\chi}\left(\hat{x}_{\perp} ; s\right) / \hbar}\right]=e^{i \hat{\chi}\left(\hat{x}_{\perp} ; s\right) / \hbar} \partial_{\perp i}^{\mu} \hat{\chi}\left(\hat{x}_{\perp}, s\right)$ and the result follows from unitarity.

[^51]:    ${ }^{3}$ Since some of the $x$ integrations may be performed exactly to yield delta functions, we are slightly abusing terminology by referring to all of the conditions on $x$ and $q$ as "stationary phase conditions". Some of the conditions arise approximately by stationary phase, and some are exact conditions due to the delta functions. Nevertheless it is most convenient to treat all the conditions as one set.
    ${ }^{4}$ In this context, the quantity $x_{\perp}$ is sometimes referred to as the "eikonal" impact parameter.

[^52]:    ${ }^{5}$ We discuss the details of unitarity more explicitly in appendix F , performing all the remaining integrals.

[^53]:    ${ }^{6}$ Indeed radiative quantum effects will require $\Delta$ to be upgraded to an operator.

[^54]:    ${ }^{7}$ We continue to ignore the quantum remainder in this discussion.

[^55]:    ${ }^{1}$ To do this, one can add an arbitrary potential to the Hamiltonian, and complete the Gaussian path integral over $p$.

[^56]:    ${ }^{1} A$ is the cross sectional area here.

[^57]:    ${ }^{1}$ See the explicit Hofman-Maldacena conformal transformation [149].

[^58]:    ${ }^{1}$ We expect the opposite inequality, i.e. $\mu_{\rho}>\Sigma_{\rho}$, to be relevant for purely quantum particle statistics. Indeed by using the Jensen inequality it is possible to prove that any mixture of coherent states will produce only super-Poissonian distributions.

[^59]:    ${ }^{1}$ The $i \epsilon$ factors are often important - and indeed play an important role in appendix G - but in this computation they are spectators.

